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ABSTRACT 
A sample of 120 trees was purposely selected from four different microsites (Behere, Swaratoka, Zawita, and Semel), (30 trees 
from each microsite) in the Duhok governorate. 100 of which were used for model calibration and the rest were used for validation 
of the selected regression equation. This study consisted of two main parts. In the first part  ,In the beginning, a scatter diagram 
was conducted for each microsite to detect the type of relationship between height and diameter at breast, which in turn will 
decrease the number of regression models that will be tested. Accordingly, 4 regression equations were developed for each of the 
four microsites separately. These models can be used to see how the ratio of height diameter in each of the studied sites is inter-
correlated and which of them is the most appropriate for producing Calabrian pine trees.  In the second part, all microsites were 
then treated as one sample for estimating the parameters of 25 regression models using Excel and Statographic packageThe 
developed regression models underwent a screening process in order to find the most appropriate one to be used for the prediction 
of the height of Calabrian pine grown in the four mentioned microsites in Duhok governorate. Many measures of precision among 
them coefficient of determination, Bias%, Mean absolute error, Ohtomo’s unbiased test, Furnival Index, and AIC criterion were 
used for testing the performance of the developed equations in the prediction of the height. At last, the equation √𝐻 = 1.3 +
0.3825√𝐷 was selected, as the best regression model. This equation shows that there is a linear relationship between √𝐻	𝑎𝑛𝑑	√𝐷 
and a curvilinear relationship between D and H. The study showed that the height–diameter ratio was highest in Swaratoka and 
was the most appropriate microsite among the rest, followed by Behere, then Zawita and Semel came in last place.  

KEYWORDS: Calabrian Pine Trees, Height – Diameter models, Height – Diameter relationship, Modeling Validation.  

1. INTRODUCTION 

Calabrian pine is the most important coniferous forest tree that 
is grown naturally in Duhok governorate, Kurdistan region, 
Iraq (Shahbaz, 2010). It has been widely used in afforestation 
and reforestation in different parts of Iraq and specially in 
Kurdistan region, such as Zawita, Atrosh disrricts and Azmer 
mountains. It is well adapted to the regions site and climate 
conditions and therefore is even used in afforestation of parks, 
city roads and the roads between cities. In addition to wood 
production, it can provide a huge number of services to 
habitation, ecosystem and wildlife. It decreases the rate of 
runoff water and thereby decrease soil erosion, purification of 
air and water, supply shade to both human being and animals 
in hot summers.  
The height of a tree is a very important tree attribute that comes 
in the next rank in importance after diameter at breast height. It 
can be used in many concepts, among them in models 
describing the relationship between total tree height and 
diameter at breast height, which is an extremely valuable tool 
for forest management planning, in site index determination, 
and it is used with breast height diameter for construction of 
standard volume table. Such a relationship can be used to 
convert a standard volume equation to a local  volume equation. 
The data used for conducting the height diameter studies are 
either constructed from stem analysis (Dyer and Bailey, 1987; 
Kariuki, 2002; Sumida et al, 2013) or direct measurement of 
pairs of diameter at breast height and heights of trees (Carron, 
1968; Larsen and Haan, 1987; Avery and Burkhart 2015; 
Amin, 2016; Kershaw, 2016).  Height–diameter models 
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provide predictions of tree heights based on the measured tree 
stem diameters (usually stem diameter at breast height). They 
are needed for quantifying the growing stock in conducting 
forest inventory (Ng’andwe, et al 2021), and in the 
determination of biomass, and carbon sequestration (Mensah et 
al, 2018). Many investigations have been conducted on 
different types of relationships between the height and diameter 
of trees and many of them have focused on the nonlinear 
relationship (Philip 1994; Huang et al, 2000; Huang et al, 2009; 
El mamoun et al, 2013). The height-diameter relationship 
differs from one stand to another due to differences in site 
quality, stand age, and silvicultural treatments, and even within 
the same stand due to differing competitive situations among 
the trees (e.g., Calama and Montero, 2004; Sharma and 
Parton, 2007;  Schmidt et al, 2011). The height-diameter 
relationship is thus highly site-specific and stands density-
specific, and varies over time even within the same stand (e.g., 
Zeide and Vanderschaaf, 2002; Adame et al. 2008; 
Pretzsch 2009). The height-diameter curve increases faster for 
small DBH than for larger DBH (e.g., Lappi, 1997; 
Pretzsch 2009; Salih 2019).  Chai et al (2018) proposed using 
nonlinear regression models with 2-4 parametric forms as the 
best one to describe the relationship between the height and 
diameter. 
This study is aimed to:   

1. Developing height diameter relationship in four 
different microsites in Duhok governorate, of which 
one contains naturally grown trees, two are 
plantations established in the mountainous region, 
and the last one is a plantation in a hilly area. 
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2. To see if there is a significant difference in the 
height–diameter relationship between these regions 
or not. 

3. Analysis of the parameters of the H/D curves can be 
used to determine how well a species of trees are 
adapted to the site. 

2. MATERIALS AND METHODS 

2.1 study area and geographical description 

The data used in this study were collected from four different 
microsites Table 1 and Figure 1. 

Figure 1 the location of the study area. 
Source of picture: (Source: Google map. 2022. Duhok. 1:5. 

Google Maps (online) Available through: Google maps 
https://www.google.com/maps/@36.982324,43.1321247,3364
4m/data=!3m1!1e3 (Accessed 13 September. 2022), generated 

using Arc Map 10.3 
 

Table 1: Geographical information about studied area 
Micro-

sites Type Altitu
de Latitude Longitude Precipitati

on 

1- 
Zawita 

Natural 
forest 862 36°53'76.

3" 
43°08'16.5

8" 770.62 

2- 
Behere 

Plantation/ 
Mountainous 

region 
1000 36°53'54.

9" 
43°14'59.9

3" 874.36 

3- 
Swarato
ka 

Plantation/ 
Mountainous 

region 
1200 37°00'13.

5" 
43°13'10.2

2" 1074.2 

4- 
Semel 

Plantation/Hi
lly region 490 36°50'52.

3" 
42°55'17.7

5" 616.29 

 

2.2 Data collection  

About 30 trees were purposely selected from each of the four 
mentioned microsites, of which 25 trees were used for 
calibration of regression equations and 5 trees (Vanderchaaf 
2008) for validation. Hence a total of 100 trees and 20 trees 
were used for calibration and validation respectively. The 
following data were collected for each tree: 

1. Breast height diameter in cm by diameter tape. 

2. Total height in m up to one decimal using Haga 
Altimeter. 

These pairs of data constitute the main basic data for such 
a study. 

 

2.3  Model Development  

This study consisted of two parts: 

In the first part, the parameters of 4 regression equations were 
estimated using the data collected from each of the microsites 
separately, Table 2. The purpose of this part is to see if there is 
a significant difference between the slope of the developed 
simple linear equations between the height of the trees and 
different transformed forms of the diameter at breast height or 
not. These values reflect the rate of height increase for each unit 
of increase of diameter at breast height. Such  data determine 
the suitability of the studied microsites for the planting of Pinus 
brutia Ten trees. 

In the second part, all microsites were taken as one sample, and 
the parameters of 25 regressions were estimated in Table 3. 

2.4  Criteria used for screening the developed equations 

The criteria used to examine the performance of the regression 
models in the prediction of the response variable/(s) can be 
classified into two different types;  

1. The first type is used, when the regression models under 
test have the same form of the dependent variable. The 
coefficient of determination is the most important criterion 
that can be used in such conditions. 
 
a) Coefficient of determination (𝑹𝟐)  

Here, two types of coefficients of determination can be used 
(𝑅")	and adjusted coefficient of determination( 𝑅′"). Both of 
them are used only if the dependent variable of the tested 
equations appeared in the same form. Furthermore the (𝑅") is 
used when the tested equations have the same numbers of the 
independent variables, unlike the (𝑅#")  which can be used 
when the number of independent variables is not the same 
(Furnival, 1961; Neter et al, 1996; Studenmund and Johnson, 
2006; Younis 2019; Salih 2019). The following formulas are 
used for calculating them: 

 𝐑𝟐 = (𝟏 − 𝐫𝐞𝐬𝐢𝐝𝐮𝐚𝐥	𝐬𝐬
𝐭𝐨𝐭𝐚𝐥	𝐬𝐬

---- -------------------------- - (1) 

𝐑#𝟐  = (1 -		(𝒏1𝟏)(𝑹𝒆𝒔𝒊𝒅𝒖𝒂𝒍	𝑺𝑺
(𝒏1𝒑)𝑻𝒐𝒕𝒂𝒍	𝑺𝑺

)  ----------- --------- -(2)                       

The value of (R"/R#") ranges between (0 and 1). There is a 
direct relationship between the values of  (R"/R#" ) and the 
precision of the equation in predicting the value of the 
dependent variable. 

b) Durbin Watson     

This criterion was proposed by Durbin and Watson (1950 and 
1951). The main function of this criteria is to see if there is 
autocorrelation between the independent variables. The value 
of this criterion ranges between (0 and 4).  

The following formula can be used to calculate the 
value of Durbin Watson (DW): 

DW value = 2(1-p) 

As it can be seen that the value of DW depends on the value 
of p and as follow: 

If p= -1 then DW = 2(1-(-1)) = 4 = negative autocorrelation. 

If p = 0 then DW = 2(1- 0)) = 2 = no autocorrelation. 

If p= 1 then DW = 2(1- 1) = 0 = positive autocorrelation. 

As a rule of thumb, the value of DW which lies between 
1.5 to 2.5 is acceptable. 
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Mathematically the acceptance region of DW can be expressed 
as follow: (1.5 ≤ DW ≤ 2.5) 

2. The second group of criteria can be used even if the 
dependent variables appeared in different transformed 
forms. The researchers have proposed different criteria, 
among them are: 
1) Ohtomo’s unbiased test 

As mentioned earlier, it is not possible to compare the precision 
of equations in the estimation of the dependent variable unless 
their dependent variable appeared in the same form ((Furnival, 
1961; Neter et al, 1996; Studenmund 2006; Salih 2020.  
Ohtomo (1956) proposed a method to overcome such a 
problem. He proposed regressing the predicted values of the 
dependent variable with the actual (observed) values in a 
simple linear regression; 𝑦? = 𝑘 +𝑚𝑦 . According to this 
equation, the most accurate regression models are those in 
which the estimated values of the dependent variable (𝑦?) are 
close to the original values (y), and this is achieved when the 
values of k and m approach zero and one respectively.  
However, the value of 𝑅" is also very important to be taken into 
consideration. Instead of taking these three statistics separately 
Salih (2019) proposed a new index, which is a modification to 
Ohtomo’s unbiased test as follows: 

Proposed Index = |𝒌 − 𝟎| + |𝟏 −𝒎| + F𝟏 − 𝑹𝟐	F  ----- (3) 

The first term calculates the deviation of the k value from zero, 
while the second and third terms calculate the deviation of both 
m and 𝑅" from one. Based on this criterion the most accurate 
equation is the one having the lowest value of the mentioned 
index. 

2) Mean absolute error (MAE) 

This measure has been proposed and used by many researchers 
as a measure of precision for testing the performance ability of 
equations even if their response variable appears in a different 
form.  

MAE= ∑|𝒚𝒊1𝒚"D |
𝒏

  ------------------------------ (4) 

The lowest value of this criteria the higher the precision of the 
regression model (Salih, 2021) 

3) Bias% 

 This statistic is calculated as follows:  

Bias% = ∑(E#1EF#)
$

∑E#
∗ 100 -------------------- (5) 

Based on this criterion the lowest value of this statistics reveals 
the more precision of the regression model. 

4) Akaike Information Criterion (AIC) 

This criterion deals with the trade-off between the goodness of 
fit of a model and its complexity. It offers a relative estimate of 
the information lost when a given model is used to represent 
the process that generates the data. The general form of this 
criteria is: 

AIC= 𝑛 ∗ ln(GHH
I
) + 2𝑘    ---------------------------(6) 

A correction factor ("J(JKL)
(I1J1L)

		) has to be added to this formula 

if the ratio of if  I
J
< 40, so it will take the following form: 

AIC= 𝑛 ∗ ln(GHH
I
) + 2𝑘   +"J(JKL)

(I1J1L)
		 --------------(7) 

Where RSS = residual sum of squares, p = number of the 
independent variables, and, (K= p+2). The precision of an 
equation increases as the value of AIC decreases. 

5) Furnival Index (FI) 

This index can be calculated as follow: 

𝐹𝐼 = √𝑚𝑠𝑒 ∗ L
MNOPQRST	PNUI	OV	W%&

  

2.5 Validation of selected regression equation 

The collected data (120 pairs of diameters at breast height and 
total heights) were split into two parts, the first part consisted 
of 100 pairs of height and diameter, which were used for 
estimation of the parameters of 25 regression models, and the 
rest (20 pairs) of the mentioned variables for validation. 
Vanderschaaf (2008) used only 6 trees for validation of taper 
equations. It is desirable to partition the collected data into two 
parts one for estimation of the parameter and the other for 
validation of the developed model (Ajit, 2010). Geisser (1975) 
suggested that out of a single data set, a random sample 
(without replacement) of about 80% of data points should be 
used for model estimation and the remaining 20% of data points 
may be kept for validation of the selected model. 

3. RESULTS AND DISSCUTION 

3.1 generation of regression models 
a) Generating of regression equations separately for 

each microsite 

In the beginning, a scatter diagram was conducted for each 
microsite separately to detect the type of the model to be tested, 
Figure 2. The scatter diagrams show that there is a curvilinear 
relationship between the total height and the diameter at breast 

height of the tree.  

 
Figure 2. The scatter diagrams for the data set of total height 
and diameter at breast height, (a) Swaratoka, (b) Beher, (c) 

Semel, (d) Zawita. 
After studying the scatter diagrams, the Stratigraphic package 
was used for estimating the parameters of 16 regression models 
(four regression models for each microsite) Table 2a and Table 
2b). 
Table 2a linear regression equations developed for Swaratoka 

and Behere. 
Eq. 
no. Swaratoka 𝑅′! Behere  

1 H = 1.3 +0.419666*D 0.982 H = 0.418067*D 0.974 

2 H = 2.10588*(D)^0.5 0.977 H = 1.96942*(D)^0.5 0.977 

3 H = 3.28324*ln(D) 0.963 H = 2.96225*ln(D) 0.967 

4 H = 0.0161454*(D)^2 0.912 H = 0.0127356*(D)^2 0.887 
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Table 2b linear regression equations developed for Zawita and 
Semel. 

Eq. 
no. Zawita 𝑅′! Semel  

1 H = 0.31511*D 0.946 H = 0.266899*D 0.951 

2 H = 1.93713*(D)^0.5 0.948 H = 1.27466*(D)^0.5 0.963 

3 H = 3.25259*ln(D) 0.942 H = 1.93219*ln(D) 0.958 

4 H = 0.0105389*(D)^2 0.912 H = 0.00784257*(D)^2 0.878 

The tables above show that the √𝐷  is the most important 
explanatory variable that explains the variation in the response 
variable, ∑(𝐻S −𝐻Q	)".   The regression coefficient of this 
equation is highest in Swaratoka, followed by Behere, then by 
Zawita, and in last place came Semel. The same conclusion can 
be drawn by taking the first derivative of this form of a model 
for all microsites Table 3. 
Table 3 the first derivative of the second regression model for 

all regions 

Regions Regression Model First derivative of the model 
Swaratoka 𝐻 = 2.10588√𝐷 𝐻" = 1.0529𝐷#$.& 
Behere 𝐻 = 1.9694√𝐷 𝐻" = 0.9847𝐷#$.& 
Zawita 𝐻 = 1.9371√𝐷 𝐻" = 0.9686𝐷#$.& 
Semel 𝐻 = 1.2767√𝐷 𝐻" = 0.6373𝐷#$.& 

It shows that the first derivative of Swaratoka has the highest 
coefficient compared with the others. This can be due to two 
reasons; 1) the first one may be due to the density, as we know 
that the height growth increases as the density increases, 
(unlike the diameter increment which decreases as the stand 
density increases) (Calama and Montero, 2004; Sharma and 
Parton, 2007; Schmidt et al, 2011). This means  the selected 
trees in Swaratoka may be closer to each other than those 
selected from other microsites.  2) The second reason may hang 
with the suitability of Swaratoka for the growth of Calabrian 
pine over the other microsites. This can be due to the high rate 
of precipitation in Swaratoka 1000mm) which is much more 
than the other microsites,Table1.  

The superiority of Swaratoka can be extracted from the graphs 
shown in Figure 3.  The line representing Swaratoka is the 
highest one. The lines representing Behere and Zawita almost 
coincide with each other because of having almost the same 
slope (1.9694 and 1.9371). The slope of the equation belonging 
to Semel was the lowest. 

b) Generating of regression equations for all microsites 
together  

The whole range of datasets that were collected from all 
microsites was used for estimating the parameters of 25 
regression equations Table 4 

Table 4. The developed regression models for all four 
microsites. 

Eq. no. Equation 𝑅" 
Group 1:  equations with original form of H 
1 𝐻 = 1.3 + 0.3408𝐷 93.73 
2 𝐻 = 1.3 + 1.9023√𝐷 93.93 
3 𝐻 = 1.3 + 3.0462ln	(𝐷) 92.91 
4 𝐻 = 1.3 + 148.01/𝐷 50.17 
5 𝐻 = 1.3 + 0.0096𝐷" 86.15 
Group 2 Equations with square root of H 
6 √𝐻 = 1.3 + 0.0679𝐷 95.07 
7 √𝐻 = 1.3 +0.3825√𝐷 96.79 
8 √𝐻 = 1.3 + 0.6145	ln	(𝐷) 96.36 
9 √𝐻 = 1.3 + 30.91/𝐷 55.69 
10 √𝐻 = 1.3 + 0.00227𝐷" 85.25 

Group 3 Equations with logarithmic forms of H 
11 ln𝐻 = 1.3 +	 0.0364𝐷 94.74 
12 ln𝐻 = 1.3 +	 0.2041√𝐷 95.43 
13 ln𝐻 = 1.3 +	 0.3271	ln	(𝐷) 94.59 
14 ln𝐻 = 1.3 + 15.79 /𝐷 50.38 
15 ln𝐻 = 1.3 + 	0.0010𝐷" 85.96 

Group 4 Equations with H reciprocal 
16 𝐻1L = 1.3 − 0.0388𝐷 91.20 
17 𝐻1L = 1.3 − 0.2239√𝐷 97.45 
18 𝐻1L = 1.3 − 0.3633	ln	(𝐷) 98.90 
19 𝐻1L = 1.3 − 20.58/𝐷 72.50 
20 𝐻1L = 1.3 − 0.2239𝐷" 97.45 

Group 5 equations with H-square form 
21 𝐻" = 1.3 + 	4.863𝐷 84.30 
22 𝐻" = 1.3 + 26.61√𝐷 81.21 
23 𝐻" = 1.3 + 	42.27ln	(𝐷) 79.01 
24 𝐻" = 1.3 + 1884.5/𝐷 35.87 
25 𝐻" = 1.3 + 0.1408𝐷" 82.48 

c) Selection procedure 

1) For equations with the same form of the dependent 
variable 

It can be seen that 25 regression equations were developed and 
out of which (5) equations have the original form of the 
dependent variable (H). The dependent variable in equations 
number (6 to 10) appeared in root square form, while equations 
(11 to 15) have the logarithmic. The equations (16 to 20) have 
a reciprocal form of (H). The last group appeared in the square 
form of the dependent variable (𝐻"). Many criteria have been 
used by researchers for testing the efficiency of the developed 
equations in predicting the dependent variables. The most 
important criterion is the coefficient of determination (𝑅"). 
However this criterion can’t be used unless the regression 
equations have the same form of the dependent variable 
(Ohtomo, 1956; Furnival, 1961; Amaro et al, 1998; Amin, 
2016; Younis, 2019; Salih et al, 2019; Salih, 2021). Therefore, 
the precision of equations belonging to the same group can be 
tested using 𝑅′"/𝑅". 
The precision of a regression equation is directly proportional 
to Ŕ², therefore the equation number (2), (7), (12), (18), and 
(21) were selected from group 1, group 2, group 3, group 4 and 
group 5 respectively because of having the highest values of 
𝑅′"/𝑅".	These equations underwent further analysis in order to 
select the best one  Table 5. 



T. K. Salih and H. M. S. Abdulaziz / Science Journal of the University of Zakho, 11(1), 84 – 90, January-March 2023 
 

 88 

Table 5. The selected regression equations after the first stage 
of screening using 𝑅". 

Group and eq. Equation 𝑅" 
G (1,2) 𝐻 = 1.3 + 1.9023√𝐷 93.93 
G (2,7) √𝐻 = 1.3 +0.3825√𝐷 96.79 
G (3,12) ln𝐻 = 1.3 +	 0.2041√𝐷 95.43 
G (4,18) 𝐻1L = 1.3 − 0.3633	ln	(𝐷) 98.90 
G (5,21) 𝐻" = 1.3 + 	4.863𝐷 84.30 

2) Testing of performance ability of heterogeneous 
models 

Before conducting such tests, it is worth making mathematical 
and biological analyses of the developed equations to 
determine their limitations. One of the most important 
limitations in quantitative variables is having a negative 

estimation. The only equation listed in Table 4 has such type of 
limitations because of obtaining a negative term, which is 
equation G (4.18). Keeping the left side of the mentioned 
equation positive the term  0.3633	ln	(𝐷) should be less than 
1.3 (0.3633 ln(𝐷) ≤ 1.3). Solving this inequality leads to D	≤ 
35.8. This entails that this regression equation does not apply 
for large trees, an equation with such characters is not accepted, 
and therefore is eliminated from the competition list. The rest 
of the equations were subjected to the following tests of 
criteria: 

a) Ohtomo’s unbiased test 
The regression models listed in Table 5 were subjected to the 
proposed modified test of Ohtomo that was proposed by Salih 
(2021)  Table 6. 

Table 6: shows the proposed index of Salih’s unbiased test for the selected equation. 

Sub Gr and 
eq. Equation 𝑅! |𝑘 − 0| + |1 − 𝑚| + |1 − 𝑅!| 

G (1,2) 𝐻7 = 7.08 + 0.37𝐻 0.47 8.22 
G (2,7) 𝐻7 = 5.73 + 0.47𝐻 0.51 6.77 

G (3,12) 𝐻7 = 6.35 + 0.40𝐻 0.51 7.46 
G (5,21) 𝐻7 = 6.78 + 0.43𝐻 0.51 7.86 

Although it can be concluded that the equation G (2,7), seems 
to be superior to the rest of the equations in the competition list, 
because of having the lowest value of this criterion, all 
equations listed in Table 6 were subjected to other tests, 
including bias%, (MAE), Furnival index and AIC Table 7. The 
formula for calculating these criteria is already given under the 
topic of Material and Methods. 

b) Bias% 

Based on this criterion, the precision of the equations in the 
competition list is very close to each other, therefore they were 
subjected to another criterion called Furnival Index, which can 

be used instead of SEE when the dependent variable appeared 
in a different transform form. 

c) Mean absolute error (MAE) 

The precision of an equation in the prediction of the response 
variable is inversely proportional to the value of this criterion. 

d) Akaike Information Criterion  

Based on this criterion the most precise model is the one having 
the lowest value Table 7. 

Table 7: Calculation of bias, MAE, and AIC statistics for the competed models 

Group 
and eq. Equation 

∑(𝑦'( −
𝑦:)! 

∑𝑦'( 
Bias
% MAE AIC 

G (1,2) 𝐻 = 1.3 + 1.9023√𝐷 743.84 1328.27 56 2.039 6.86 

G (2,7) √𝐻 = 1.3 +0.3825√𝐷 736.9 1328.27 55 1.971 6.83 

G (3,12) ln 𝐻 = 1.3 +	 0.2041√𝐷 771.08 1328.27 58 2.032 6.86 

G (5,21) 𝐻! = 1.3 + 	4.863𝐷 773.54 1328.27 58 2.024 6.86 

The performance of the competed regression equations in the 
prediction of the dependent variable is very close to each other 
based on biased %, MAE, and AIC, therefore they were 
subjected to Furnival Index criterion, Table 8. 

Table 8: shows the Furnival Index test for the selected 
regression models. 

Group and eq. Equation FI 

G (1,2) 𝐻 = 1.3 + 1.9023√𝐷 1.60 

G (2,7) √𝐻 = 1.3 +0.3825√𝐷 0.1127 

G (3,12) ln 𝐻 = 1.3 +	 0.2041√𝐷 0.2089 

G (5,21) 𝐻! = 1.3 + 	4.863𝐷 1.025 

It seems that after applying all mentioned criteria, one can 
certainly confirm that the regression equation √𝐻 =
1.3 +0.3825√𝐷 is the most appropriate model that describes 

the relationship between the height and breast height diameter 
of Calabrian pine grown in the four mentioned microsites 

3.2 Test of independence of residuals 

The selected regression model must have a consistent precision 
for the whole range of data. This can be tested by plotting the 
residuals ( YX − YVX	)	against	 the independent variable. The 
plotted points should be normally and independently 
distributed with the mean of zero and a standard deviation of 
σ, Figure 4. This statement can be expressed as: 

    𝐄𝐫𝐫𝐨𝐫	(𝛆)𝐨𝐫	𝐫𝐞𝐬𝐢𝐝𝐮𝐚𝐥𝐬	 ~	𝐍𝐈𝐃(	𝟎, 𝛔). 

The figure shows that there is no special trend for the plotted 
points, even if the variance is more for a large tree.  This means 
that the selected equation has a consistent accuracy for the 
whole range of data. 
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Figure. 4 plotting of the residuals (𝐻V −𝐻) against the values 
of √𝐷 

The plotted points of the above-mentioned figure show that 
they have no special trend but they are scattered which entails 
that the selected regression equation has a consistent precision 
for the whole range of data 

3.3 Validation of the selected regression equation 

The selected regression equation has undergone a test of 
validation. For conducting such a test, a sample of 20 trees was 
selected randomly from the collected data (five trees per each 
microsite) to see how well the selected equation is suited to 

independent data (the data that were not used in the calibration 
of regression models). The resulting equation was 
√𝐻 =1.3+0.4211 √𝐷  with an 𝑅"  of 0.892. The previously 
selected regression equation was  √𝐻 = 1.3 +0.3825√𝐷 with 
an 𝑅" of 0.968. This means that the precision of the developed 
equation is well suited for the independent dataset. 

4. CONCLUSION 

It can be seen that the height/ diameter ratio was different in 
different locations depending on the microsite of the location. 
The highest ratio was found in Swaratoka followed by Behere, 
then followed by Zawita and Semel comes in the last place. 
This entails that either the stand density of trees in Swaratoka 
is more than in other locations or Calabrian pine trees are better 
adapted to Swaratoka compared to other studied locations. The 
most precise regression models were gained when no Y- 
intercept regression was used. It was forced to introduce a Y-
intercept of 1.3 in the developed regression equations by 
making a modification in the expressions of the dependent 
variable, such as using Log (H) – (1.3) instead of Log (H). It 
can be concluded that there is a curvilinear relationship 
between tree height and its diameter at breast height, and this 
result agreed with what was found by  (Philip 1994; Huang et 
al, 2000; Huang et al, 2009; El mamoun et al, 2013; and Chai 
et al, 2018). 

Height – diameter at breast height table 

 As it is well known that the main purpose of developing 
regression equations is to select the most appropriate equation 
that can be used for the prediction of the dependent variable 
(H) corresponding to different values of the independent 
variable (D), Table 9. 

Table 9: shows the estimated values of the height of Calabrian 
pine trees in Zawita, Behere, Swaratoka, and Semel against 

the breast height diameter. 

DB
H 

(cm) 

Expected 
Height(m

) 

DB
H 

(cm) 

Expected 
Height(m

) 

DB
H 

(cm) 

Expected 
Height(m

) 
5 4.65 17 8.28 29 11.29 
6 5.00 18 8.54 30 11.53 
7 5.35 19 8.80 31 11.76 
8 5.67 20 9.06 32 12.00 
9 5.99 21 9.32 33 12.23 
10 6.30 22 9.57 34 12.46 
11 6.60 23 9.82 35 12.69 
12 6.89 24 10.07 36 12.92 
13 7.18 25 10.32 37 13.15 
14 7.46 26 10.56 38 13.38 
15 7.74 27 10.81 39 13.61 
16 8.01 28 11.05 40 13.83 

Estimated from regression equation:  

n𝐻V = 1.3 + 0.3825	√𝐷 
𝑅" =0.9679     MAE= 1.971    Bias=55%      AIC= 6.83     

Furnival Index = 0.1127 
Modified Ohtomos Index (proposed by Salih) = 6.77 

Date July 2022 
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