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ABSTRACT: 

The COVID-19 pandemic has had a huge impact on populations around the world and has caused critical problems to 

medical systems. With the increasing number of COVID-19 infections, research has focused on forecasting the confirmed 

cases to make the right medical decisions. Despite the huge number of studies conducted to forecast the COVID-19 patients, 

the use of Deep Learning (DL) and Bayesian DL models are limited in this field in Iraq. Therefore, this research aims to 

predict the confirmed cases of COVID-19 in Iraq using classical DL models such as, Long-Short-Term-Memory (LSTM) 

and Bayesian LSTM models. In this study, Bayesian Deep Learning (BDL) using LSTM models was used to predict 

COVID-19 confirmed cases in Iraq. The motivation behind using BDL models is that they are capable to quantify model 

uncertainty and provide better results without overfitting or underfitting. A Monte Carlo (MC) Dropout, which is an 

approximation method, is added to the Bayesian-LSTM to create numerous predictions for each instance and evaluate 

epistemic uncertainty. To evaluate the performance of our proposed models, four evaluation measures (MSE, RMSE, R2, 

MAE) were used. Experimental results showed that the proposed models were efficient and provided an R2 of 0.93 and 

0.92, for vanilla LSTM and Bayesian-LSTM, respectively. Furthermore, the two proposed models were optimized using 

ADAM and SGD optimizers, with the results revealing that optimizing with ADAM provided more accurate results. Thus, 

we believe that these models may assist the government in making critical decisions based on short-term predictions of 

confirmed cases in Iraq. 

KEYWORDS: Deep learning, Bayesian Neural Networks, LSTM, Time-series data, forecasting, MC dropout. 

 

INTRODUCTION 

The new coronavirus disease (COVID-19) is an acute 

respiratory ailment brought on by (SARS-CoV2) virus. The 

majority of healthy individuals infected by this illness will 

experience mild to moderate respiratory illness and recover 

without the need for special treatment, according to the World 

Health Organization (WHO) (Coronavirus, n.d.). However, early 

findings suggest that patients with underlying medical diseases 

such as heart disease (Bansal, 2020), diabetes (Hussain et al., 

2020), chronic lung illness (Lai et al., 2020), obese (Abbas et al., 

2020), and cancer (Moujaess et al., 2020) are much more likely 

to sustain major conditions when infected by COVID-19 (Su et 

al., 2020). Furthermore, the COVID-19 has the potential to cause 

significant and critical lung damage (Guan et al., 2020), putting 

patients' respiratory systems at risk. The development of effective 

and efficient forecasting models has a positive impact on the 

production of reasonably accurate success rates forecasts in the 

near future because it is crucial to comprehend the challenging 

epidemiological scenario for COVID-19 on a short-term horizon 

in order to mitigate the pandemic's effects. Therefore, precise 

model development will give health managers the best possible 

foundation for strategic planning and decision-making. 

Epidemiological models, which have been frequently employed 

by health researchers (Ndaïrou et al., 2020), (Barmparis & 

Tsironis, 2020), may be used for this purpose. Alternatively, 

hybrid forecasting models (Chakraborty & Ghosh, 2020), (Singh 

et al., 2020), and artificial intelligence (AI) techniques (Ribeiro 

et al., 2020), (Chimmula & Zhang, 2020) have proven to be 

excellent tools for predicting COVID-19 situations. The 

adaptability of AI algorithms for time series forecasting stem 

from their capacity to cope with a wide range of response 

variables, as well as their ability to learn data dynamical 

behavior, complexity, and accept nonlinearities (Dal Molin 

Ribeiro et al., 2019).  

As COVID-19 data are sequential, using time series models 

to cope with their dynamic nature is strongly recommended for 

forecasting. Different time series models exist in the literature, 

including statistical models, such as Auto-Regressive (AR), 

Moving Average (MA), and Auto-Regressive Integrated 

Moving-Average (ARIMA). On the other hand, deep sequential 

models, such as Recurrent Neural Networks (RNN) and LSTM 

models, have been proven to provide more accurate and reliable 

forecasting for time series data, and the latter models are now 

widely used. For example, Bandyopadhyay et al. presented the 

gated recurrent neural network with LSTM (Machine Learning 

Approach for Confirmation of COVID-19 Cases, n.d.) to assess 

the predictions with confirmation, negative released, and 

mortality instances of COVID-19. Although deep sequential 

models produce outstanding forecasting results, they are 

incapable to quantify model uncertainty. To address this issue, 

Bayesian Deep Learning (BDL) models provide a solid 

framework for managing and quantifying the two main sources 

of uncertainty: Aleatoric (data uncertainty) and Epistemic (model 

uncertainty). In addition, BDL can deal with short sequences and 

small datasets without overfitting or underfitting. Therefore, 

Bayesian modelling is essential since it accounts for the model 

uncertainty, particularly noisy data, when drawing any 

conclusions on COVID-19 development.  

For the prediction of COVID-19 data in Iraq, many 

researchers have used different methods, such as using ANNs 

(BF, NARX, FCM) (Yahya et al., 2021), Support Vector 

Machine (SVM), Decision Tree (DT) and Naive Bayes (Awlla et 

al., 2021). To predict the future trend of COVID-19 in Iraq, 

Gaussian Process regression was also used by (Aldeer et al., 

2021), and Susceptible-infected-removed (SIR) epidemic models 

to predict susceptible populations to SARS-CoV-2 infection by 
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(Mohammed et al., 2021). We were unable to find any research 

using LSTM and Bayesian LSTM in Iraq.  

From the literature analysis, we may learn that there are 

numerous time-series prediction models, each of which performs 

under certain situations and has different limitations. Accurate 

predictions are often made with deep learning models, LSTM 

being one of them. This paper aims to use LSTM and Bayesian 

LSTM models to predict confirmed COVID-19 case in Iraq. In 

the case of Iraq, there are several constraints, and the literature 

revealed that the research in this field is quite limited. To the best 

of the author’s knowledge, this is the first attempt to use Bayesian 

LSTM models for analyzing and forecasting COVID-19 data in 

Iraq. With our Bayesian LSTM model, we also aim to quantify 

the model uncertainty, particularly Epistemic uncertainty.  

The data set of confirmed COVID-19 cases used in this 

experiment is accessible. Because of the complex nature of 

coronaviruses, DL models have been used to make early 

predictions. To anticipate COVID-19 confirmed cases, DL 

mechanisms of LSTM and Bayesian LSTM are suggested. Model 

accuracy is tested using four performance measures: MSE, MAE, 

RMSE, and R2 score.  

The following parts of this paper are structured as follows. 

Section 2 addresses related work for LSTM-based COVID19 

prediction. Section 3 outlines the background and our proposed 

methods. Section 4 provides our experimental results and 

discussion. Finally, the main conclusions drawn are reported in 

Section 5. 

 

RELATED WORKS 

Recently, several studies have been conducted using 

statistical time-series models, deep learning models, LSTM and 

Bayesian deep learning to predict COVID-19 data. Some of such 

models have been developed to address the uncertainty in models 

that are applied on the different public datasets for COVID-19. 

For example, Kırbaş et al. (2020) used LSTM, ARIMA, and 

Nonlinear Autoregression Neural Network (NARNN) techniques 

to model COVID-19 instances from various countries, including 

Denmark, Belgium, Turkey. The most accurate model was 

chosen using six evaluation performance metrics (MSE, PSNR, 

RMSE, NRMSE, MAPE, and SMAPE). According to their 

findings, the LSTM model was shown to be the most accurate 

model. 

In another study conducted by Chimmula and Zhang  (2020), 

they employed LSTM models for COVID-19 transmission time 

series forecasting in Canada. When the transmission rates of 

Canada, Italy, and the United States were compared, the authors 

claimed that the outbreak would end around June 2020. Canada 

achieved its daily new case peak on May 2, 2020, and since then, 

the number of new cases has declined significantly. They 

concluded that their proposed method to describe the peak of 

COVID-19 in Canada was pretty accurate. 

ArunKumar et al. (2021) suggested utilizing DL models with 

recurrent neural networks, LSTM and Gated Recurrent unit 

(GRU), for 60-day prediction of the COVID-19 pandemic based 

on cumulative confirmed cases, recovered cases, and mortality 

by country. The model with the lowest RMSE and MSE values 

were thought to be the best for forecasting. They conclude that, 

for confirmed instances, the LSTM model outperformed the 

GRU model in countries including the United States, Brazil, 

South Africa, Chile, Iran and Peru, while the GRU model 

outperformed in Russia, India, Mexico, and the United Kingdom. 

In terms of recovered cases, the LSTM model outperformed the 

GRU model in India, South Africa, Chile, the United Kingdom, 

and Iran, while the GRU model provided better results in the 

USA, Russia, Mexico, Brazil and Peru. For India, Brazil, South 

Africa, Russia, Iran and Mexico, the LSTM models beat the GRU 

in the prediction of death data. GRU models beat LSTM models 

for death data in the USA, Peru, Chile, and the UK. 

Tomar and Gupta (2020) created an LSTM model for 

predicting COVID-19-positive cases 30 days in advance in India, 

where they also investigated the influence of preventative 

interventions on the spread of COVID-19. Their results 

demonstrated that with preventative measures and a lower 

transmission rate, its spread may be greatly curtailed. 

Rao et al. (2020) used the climatic conditions of different 

states to enhance COVID-19 case prediction in several Indian 

states. The authors hypothesized that humidity levels in various 

states would result in differential virus transmission among the 

population. They proved that the LSTM model performed well at 

the medium and long-range predicting scales when climate data 

were included. 

Nadler et al. (2021) created a prediction model that combines 

the epidemiological dynamics of compartmental models with the 

extremely nonlinear interactions learnt by an LSTM Network, 

and novel dynamic variables associated with the population 

transmission of Covid-19 are fitted to the SIR model. This is then 

implemented into a Bayesian recursive updating framework and 

combined with an LSTM network to anticipate Covid-19 

instances. The model greatly outperforms basic univariate LSTM 

and SIR models in terms of forecast accuracy.  

Gautam (2022) proposed using transfer learning on an LSTM 

network to understand patterns of COVID-19 in new cases and 

deaths using data in Italy and the United States, as well as 

forecasting for other countries. Single step and multi-steps 

forecasts from the constructed models were also tested in 

Germany, France, Brazil, India, and Nepal. Their results revealed 

that the suggested models can properly predict new cases and 

deaths. 

Shetty and Pai (2021) demonstrated real-time prediction 

using a basic neural network for COVID-19 instances in the 

Indian state of Karnataka using the cuckoo search technique for 

parameter selection. According to their findings, the MAPE was 

reduced from 20.73% to 7.03%, and the proposed model was 

tested on the Hungary COVID-19 set with promising results. 

Bodapati et al. (2020) also used LSTM networks to predict 

the daily COVID-19 cases, deaths, and recovered cases for the 

whole world, and datasets were collected from Johns Hopkins 

University's publicly accessible datasets, and encouraging 

experimental results have been achieved.  

Rauf et al. (2021) used the most up-to-date deep learning 

methods LSTM, RNN, and (GRU) to estimate the severity of 

pandemics in India, Pakistan, Afghanistan and Bangladesh in the 

near future (10 days). The models' results have predicted an 

accurate rate of more than 90%, indicating that the suggested 

models were valid. 

Istaiteh et al. (2020) examined the accuracy of ARIMA, 

multilayer perceptron, LSTM and CNN models for the global 

prediction of COVID-19 instances. According to their findings, 

DL models beat the ARIMA model, while CNN beats LSTM 

network and multilayer perceptron’s. 

It is believed that the LSTM models produce promising 

outcomes for forecasting time-series data based on the literature 

of COVID-19 experiments. As a result, we were even more 

motivated to use this model and create a Bayesian framework 

based on it to anticipate COVID-19 data in Iraq. 

 

 

BACKGROUND AND METHODOLOGY 

LSTM network for time series modelling   

LSTM is one of the recurrent neural networks (RNN) used 

for sequential data. To overcome the issue of vanishing gradients 

in RNN networks, (Hochreiter & Schmidhuber, 1997) suggested 
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the LSTM structure, which contains memory cells in each 

memory block. Each memory block is provided with input and 

output gates to control the inflow of information. The 

mathematical equations of the LSTM model are given below, and 

the architecture of this model is shown in Fig. 1.  

  

𝑓𝑡 = 𝜎(𝑤𝑓[𝑣𝑡−1, 𝑥𝑡] + 𝑏𝑓)   (1) 

𝑚𝑡 = 𝜎(𝑤𝑓[𝑣𝑡−1, 𝑥𝑡] + 𝑏𝑚)   (2) 

 𝑁𝑡 = 𝑡𝑎𝑛ℎ(𝑤𝑓[𝑣𝑡−1, 𝑥𝑡] + 𝑏𝑛)  (3) 

𝐶𝑡 = 𝐶𝑖−1𝑓𝑡 + 𝑁𝑡𝑚𝑡   (4) 

𝑄𝑡 = 𝜎(𝑤𝑞[𝑣𝑡−1, 𝑥𝑡] + 𝑏𝑞)   (5) 

𝑣𝑡 = 𝑄 ∗ 𝑡𝑎𝑛ℎ(𝐶𝑛)    (6) 

Where 𝑓𝑡is the forget gate at time 𝑡, 𝑚𝑡   is the input 

gate , 𝑄𝑡 is output gate, 𝐶𝑡 is the cell stat, 𝑁𝑡 is the update layer, 

𝑣𝑡 is the hidden state, 𝑤𝑓 is weights, 

𝜎 is sigmoid funtion, 𝑏 is bias , and 𝑥𝑡 input at time 𝑡. 

 
Fig. 1: Vanilla LSTM model architecture (D. Ahmed et al., 2022). xt illustrate input data, ht-1 is previous hidden state, Ct-1 is previous 

cell state in this layer, ft is the forget gate, which pass information to input gate then data passed throw sigmoid and tanh activation 

function to find the Ct  new hidden cell, and ht is the new hidden state. 

 

Bayesian LSTM with MC dropout Approximation Method 

To give prediction probabilities, Bayesian models, such as 

Bayesian neural networks (BNNs) have attracted a lot of 

attention. In contrast to single point predictions, BNNs produce 

predictive distributions where the posterior distribution of 

weights are estimated by combining the likelihood of data with 

the prior distributions of weights (Mullachery et al., 2018). 

Making inference about those parameters and estimating 

posterior distributions is a challenging issue. Especially, when 

dealing with a complex model with a large number of parameters, 

such as neural networks, the posterior distribution is intractable 

analytically and it is computationally expensive. To deal with this 

issue, researchers developed approximation methods, such as 

Monte-Carlo dropout (MC-dropout) and Variational Inference 

(VI). The MC-dropout technique, which is computationally far 

more efficient than sampling method for BNNs, has recently seen 

a revival of attention as an evolution of Bayesian methods 

(Alarab et al., 2021). The use of Monte Carlo dropout has grown 

for evaluating model uncertainty for neural network outputs.  

Given some training data 𝒟 = (𝑥𝒾, 𝑦𝒾) where 𝐱 =
{𝑥1, … , 𝑥𝑛} are input and their corresponding outputs 𝑦 =
{𝑦1, … , 𝑦𝑛}, with their weights Θ = {𝜃1 , … , 𝜃𝑛}, the MC-dropout 

can be used to find a predictive distribution 

𝒫(𝑦∗|𝒟, 𝛩)                              (7) 

When a predictive distribution is obtained, the variance may 

be examined to reveal uncertainty. One method for learning a 

predictive distribution involves learning a distribution over 

functions, or equivalently, a distribution over the weights (the 

parametric posterior distribution) 

𝒫(Θ|𝒟)                           (8) 

The Monte Carlo (MC) dropout method proposed by Gal and 

Ghahramani (Gal & Ghahramani, 2016) offers a scalable method 

for acquiring knowledge of a predictive distribution. MC-dropout 

functions by randomly deactivating neurons in a neural network, 

therefore regularizing the network. Each dropout configuration 

corresponds to a distinct sample from the approximation of the 

parametric posterior distribution, 𝑞(Θ|𝒟), with  

Θ𝑡∼𝑞(Θ|𝒟)           (9) 

If Θ𝑡 is a dropout configuration, a simulation samples are 

taken from its parametric posterior 𝑞(Θ|𝒟) distribution as shown 

in following equation. Sampling from the estimated posterior 

𝑞(Θ|𝒟) permits Monte Carlo integration of the model's 

likelihood, which reveals the predictive distribution in the 

following manner: 

 

𝒫(𝑦|𝑥) ≈ ∫ 𝒫(𝑦|𝑥, Θ)⏟      
𝑙𝑖𝑘𝑒𝑙𝑖ℎ𝑜𝑜𝑑

𝑞(Θ|𝒟)⏟    
 𝑝.  𝑝𝑜𝑠𝑡𝑒𝑟𝑖𝑜𝑟

 

Ω

𝑑Θ                              (10) 

𝑀𝐶 ≈
1

𝑇
 ∑𝒫(𝑦|𝑥, Θ𝑡),   

𝑇

𝑡−1

𝑠. 𝑡. Θ𝑡~ 𝑞(Θ|𝒟)                     (11) 

 

The probability distribution may be assumed to have a 

Gaussian distribution for the sake of simplicity. 

𝒫(𝑦|𝑥, Θ) = 𝒩(𝑓(𝑥, Θ), 𝑠2(𝑥, Θ))             (12) 

With the mean 𝑓(𝑥, Θ) and variance 𝑠2(𝑥, Θ) functions of the 

parameters, which are produced via Monte Carlo dropout in BNN 

simulations as follows: 

𝑓(𝑥, Θ), 𝑠2(𝑥, Θ)~ 𝑀𝐶 − 𝐷𝑟𝑜𝑝𝑜𝑢𝑡(𝑥) 
Fig. 2 depicts the MC dropout. Multiple forward passes with 

various dropout settings result in a predictive distribution over 

the mean 𝑝(𝑓(𝑥, Θ)). The number of forward passes over the data 

should be quantified, but 30-100 is a suitable range to examine. 
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Fig. 2: MC dropout (Davis et al., 2020) with two types of circles: 

black and gray. Each one represents a new output by randomly 

switching off (grey circles) and activating neurons (black circles) 

during each forward propagation. Numerous forward passes with 

various dropout settings produce in a predictive distribution over 

the mean 𝒑(𝒇(𝒙, 𝚯)). 
 

During the training phase for each repeat or epoch, the 

dropout approach involves turning off or deleting certain neurons 

in a particular layer with a specified probability (Gal & 

Ghahramani, 2016), and this process is known as MC-dropout. It 

is worth noting that this approximation method is comparable to 

how the posterior distribution is estimated using Variational 

Inference (VI). MC-dropout technique is quicker than VL since 

it contains less parameters and needs less time for the models to 

be converged (Abdullah et al., 2022). 

 

Model Performance   

In time series prediction, the model is evaluated using the 

regression metric (D. Ahmed et al., 2022). In this work, four 

different evaluation metrics are used for checking the 

performance of our predictive models. These metrics are: Mean 

Square Error (MSE), Root Mean Square Error (RMSE), Mean 

Absolute Error (MAE), and R-squared (R2), and their formulas 

are: 

𝑀𝐴𝐸 =  
1

𝑛
∑|𝑦𝑖 − �̂�𝑖|

𝑛

𝑖=1

                                               (13) 

𝑅𝑀𝑆𝐸 = √
1

𝑛
∑(𝑦𝑖 − �̂�𝑖)

2

𝑛

𝑖=1

                                       (14) 

𝑀𝑆𝐸 =
1

𝑛
∑(𝑦𝑖 − �̂�𝑖)

2

𝑛

𝑖=1

                                              (15) 

𝑅2 = 1 −
∑ (𝑦𝑖 − �̂�𝑖)

2
𝑖

∑ (𝑦𝑖 − �̅�)
2

𝑖
                                               (16) 

Where n is the number of data points, 𝑦𝑖 and �̂�𝑖 are observed 

and predicted data points, respectively. 

 

 

RESULT AND DISCUSSION  

Dataset  

For all the experiments in this section, the univariate time 

series data, which are confirmed cases data for Covid19 in Iraq, 

were used for modeling. The dataset used in this study is obtained 

from the Johns Hopkins University, Center for Systems Science 

and Engineering (CSSE). These data are collected from around 

the world and updated daily. The data we used are collected from 

22-01-2020 until 15-06-2022 in Iraq. The first two months were 

skipped due to the data being abnormal. The cumulative data is 

shown in Fig. 3.  

 

 
Fig. 3: Cumulative curve of confirmed cases of COVID-19 in 

Iraq. 

To extract confirmed cases, we used the difference function 

to undo the accumulation, as shown in Fig. 4.  

 
Fig. 4: Confirmed cases of COVID-19 in Iraq. 

 

Data Pre-processing  

Before applying our data for analyzing and predicting neural 

network models, they must be normalized to be in the same scale. 

For this purpose, Min-Max scaler is used to normalize the data, 

and Eq. 17 represents Min-Max scaler mathematically. 

𝑋𝑠𝑐𝑎𝑙𝑒𝑑  =
𝑋 − 𝑋𝑚𝑖𝑛

𝑋𝑚𝑎𝑥 − 𝑋𝑚𝑖𝑛
                                     (17) 

Where 𝑋, 𝑋𝑠𝑐𝑎𝑙𝑒𝑑  , 𝑋𝑚𝑖𝑛 , 𝑋𝑚𝑎𝑥  denotes the real time-series data, 

the normalized data, and the minimum and maximum values, 

respectively. The Min-Max scaler transforms each observation 

inside the feature so that its lowest and maximum values fall 

within the range of (0 to 1). The benefit of utilizing Min-Max 

scaler is that after converting data, Min-Max scaler preserves the 

original shape of the data distributions and does not affect the 

data's contained patterns. Normalized data were then used to 

construct training and validation sets, where 80% were employed 

for training set and 20% for the validation set. The training time 

series data is separated into numerous data sequences, each of 

length 7. Each sequential data point is provided to the LSTM 

model (i.e., the data from days 1 to7) to predict the day 8 data 

point, and so on. The data analyses were implemented in Python 

using the TensorFlow 2.8.0 package for deep learning written in 

Jupiter notebook. 

 

Experimental Results   

In this work, we applied two models of LSTM. The first was 

vanilla LSTM and the second was Bayesian (probabilistic) 

LSTM with MC-dropout. 

 

Vanilla LSTM 

Vanilla LSTM was applied in two architectures; the structure 

of LSTM-1 is made up of three layers. Each layer has 50 neurons 

with a dropout probability of 0.3 and is optimized with the SGD 
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optimizer. The SGD optimizer has a hyperparameter learning rate 

of 0.1 and a momentum of 0.6. 20% of data were used for 

validation and the remainder were used for training. The model 

run for different epochs, and after 100 epochs the model learned 

to converge with the MSE loss function compiled, as shown in 

Fig. 5. The structure of LSTM-2 is made up of two layers. Each 

layer has 100 neurons with a dropout of 0.10 and is optimized 

with the ADAM optimizer. 20% of data were used for validation 

and the remainder for training. The model learned to converge 

after 200 epochs with the MSE loss function compiled, as shown 

in Fig. 6. 

 

 
Fig. 5: Training LSTM model with SGD optimizer. 

 

 
Fig. 6: Training LSTM model with ADAM optimizer. 

 

It can be seen that both Figures 5 and 6 are well converged 

after we find the appropriate weights. In Figure 5, the vanilla 

LSTM with SGD optimizer learning in hundred epochs, our 

model gets a large peak in the first few epochs and some peaks in 

forty and eighty epochs. There are a few peaks at the beginning 

of Figure 6, then the model converges with ADAM optimizer.  

 

The trained models were then applied to test the data and 

predict confirmed cases, as shown in Figures 7 and 8.  

 
Fig. 7: Testing LSTM model with ADAM optimizer. 

 

 
Fig. 8: Testing LSTM model with SGD optimizer. 

 

Comparing the two figures, 7 and 8, it was demonstrated that 

LSTM model with ADAM optimizer performed better and 

provided more accurate prediction results according to the 

performance evaluation shown in Table 1.   

After simulation and data fitting to our models, we then 

forestated 10-day prediction of confirmed cases, and the results 

are illustrated in Figures 9 and10. 

 

 
Fig. 9: Forecasting 10-day prediction based on LSTM model 

with ADAM optimizer. 

 

 
Fig. 10: Forecasting 10-day prediction based on LSTM model 

with SGD optimizer. 

 

Bayesian LSTM 

In probabilistic Bayesian LSTM, the same structures as in 

Vanilla LSTM were used, and we added Monte Carlo dropout 

simulation by using various random samples from the 

distribution to make inference about the posterior distribution and 

quantify model uncertainty from the determined values. 

The probabilistic LSTM training model with SGD optimizer 

is depicted in Fig. 11, and with ADAM optimizer in Fig. 12, after 

the model converges. 
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Fig. 11: Bayesian-LSTM model trained with SGD optimizer. 

 

 
Fig. 12: Bayesian-LSTM model trained with ADAM optimizer. 

 

To quantify the model uncertainty, epistemic uncertainty, the 

posterior distribution of the model parameters is inferenced based 

on Bayesian framework which was used in Bayesian LSTM 

model. This is especially challenging in neural networks because 

of the non-conjugacy often caused by nonlinearities, in which we 

approximated the posteriors using MC-dropout method. In this 

way, dropout was implemented at both training and validation 

sets. At validation, the data were transmitted across the network 

many times, with various parameters being discarded at each run. 

The results were then averaged across the number of runs to 

produce posterior samples and hence make inference. 

Again, the MC-dropout method was estimated to quantify 

model uncertainty with both ADAM and SGD optimizers. 

Figures 13 and 14 show the model uncertainty during training 

data that covering 99, 97, and 95 percent of the uncertainty. In 

Figures 15 ,16 it is shown how the models perform on test data 

by looking at epistemic uncertainty which cover 99, 97, and 95 

percent of the uncertainty. 

 

 
Fig. 13:  Epistemic uncertainty of Bayesian LSTM model for 

training data using the SGD optimizer. 

 

 
Fig. 14:  Epistemic uncertainty of Bayesian LSTM model for 

training data using the ADAM optimizer. 

 

For the testing data, different sampling outputs were used in 

predictions for every given test dataset. Then, we found the 

means and standard deviation of the posterior distribution to find 

epistemic uncertainty, as shown in Figures 15 and 16. 

 
Fig. 15:  Epistemic uncertainty of Bayesian LSTM model for 

testing data using the SGD optimizer. 

 

 
Fig. 16:  Epistemic uncertainty of Bayesian LSTM model for 

testing data using the ADAM optimizer. 

 

Table 1: Performance measures of LSTM and Bayesian LSTM 

models with ADAM and SGD optimizers.  

Model 

Vanill

a 

LSTM 

Bayesia

n 

LSTM 

Vanill

a 

LSTM 

Bayesia

n 

LSTM 

Optimizer ADAM SGD 

Training 

evaluatio

n 

RMS

E 
0.037 0.039 0.056 0.045 

MSE 0.001 0.002 0.003 0.002 

MAE 0.024 0.027 0.037 0.032 

R2 0.96 0.96 0.91 0.94 

Testing  

evaluatio

n 

RMS

E 
0.066 0.07 0.107 0.073 

MSE 0.004 0.005 0.011 0.005 

MAE 0.035 0.039 0.061 0.042 

R2 0.93 0.92 0.81 0.92 

 

The two models investigated in this work performed well on 

training and testing, and results in Table 1 shows that there was 

no overfitting or underfitting in models. When using the ADAM 

optimizer instead of the SGD, the Bayesian LSTM model 

performed better. The Bayesian LSTM was able to quantify 

model uncertainty in addition to model predictions. Therefore, 
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we believe that for forecasting COVID-19 data in Iraq, LSTM 

and Bayesian LSTM models are effective. 

 

Comparison with the state-of-the-art studies 

In our search for the state-of-the-art studies of COVID-19 

prediction in Iraq, a variety of classical methods that were used 

in each study were found, which are shown in  

 

 

 

 

 

 

Table 2. However, Deep Learning (DL) and Bayesian DL 

models have not been used for the prediction of COVID-19 in 

Iraq before. This is why we used BDL method as a unique method 

in Iraq.  

 

 

 

 

 

 

 

 

Table 2: Comparison of research related to COVID-19 forecasts in Iraq 

References Models Data source Results 

(Bouhamed, 

2020) 

LSTM ecdc.europa.eu web 

site 

The best prediction among the various countries 

(including Iraq) was obtained in France's with R2 

of 0.9. 

 

(Ali et al., 2021) 

Hybrid of K-Means and 

Partitioning Around Medoids 

(PAM) 

 

Many Iraqi clinics They discovered that K-MP is more effective than 

K-Means and PAM in determining patient status. 

MSE of K-MP=0.7. 

(Mustafa & 

Fareed, 2020) 

ARIMA Iraqi Ministry of 

Health 

The ARIMA (2,1,5) model was determined to be 

an effective and suitable model for sequence data. 

(A. Ahmed et 

al., 2020) 

Euler’s method, Runge–Kutta 

method of order two (RK2) 

and of order four (RK4). 

WHO The model was reasonable in describing this 

pandemic illness to make future projections about 

the number of infected, susceptible, and 

recovered patients. 

(Ibrahim & Al-

Najafi, 2020) 

logistic regression, and 

Gaussian models. 

Worldometer website The models are a reasonable fit for the incidence 

data. 

(Yahya et al., 

2021) 

ANNs (RBF, NARX, FCM) Iraqi Ministry of 

Health 

Results show that the spread severity will 

intensify in this short term by 17.1%, and the 

average death cases 

will increase by 8.3%. 

 

(Awlla et al., 

2021) 

Support Vector Machine 

(SVM), 

Decision Tree (DT) and Naive 

Bayes (NB) 

 

Hospitals in 

Sulaymaniyah 

It is shown that SVM, DT, and NB algorithms 

can classify COVID-19 patients, and DT was the 

best one with an accuracy of 96.7 %. 

(Aldeer et al., 

2021) 

Gaussian Process regression Johns Hopkins 

Coronavirus Resource 

Center 

Project the future trend of COVID-19 in Iraq. 

(Mohammed et 

al., 2021) 

Susceptible-infected-removed 

(SIR) epidemic models 

KRI official website The model can predict susceptible populations to 

SARS-CoV-2 infection 

Proposed 

Method 

LSTM and Bayesian B-LSTM Johns Hopkins 

Coronavirus Resource 

Center 

R2 = 0.93 (LSTM) 

R2 = 0.92 (B-LSTM) 

MSE = 0.004 (LSTM) 

MSE = 0.005 (B-LSTM) 

 

From Table 2, we can see that the only study that used the LSTM method was the study of Bouhamed (Bouhamed, 2020), which 

predicted COVID-19 in several countries, including Iraq. His results for the case of Iraq were not discussed, while he observed the best 

prediction obtained in France. The results of our proposed models for confirmed cases COVID-19 in Iraq were efficient and provided 

an R2 of 0.93 and 0.92 for vanilla LSTM and Bayesian-LSTM, respectively. Furthermore, the lowest MSE of 0.004 and 0.005 was 

obtained with ADAM optimizer for the two proposed models vanilla LSTM and Bayesian-LSTM, respectively.  

 

CONCLUTION 

COVID-19 pandemic was brought on by severe coronavirus 

mutations and had a significant effect on people's lives all across 

the world. Researchers have focused their efforts on determining 

the risk that COVID-19 infections would ultimately result in 

patient mortality as the number of severe COVID-19 cases 

increased globally. It has been discovered that forecasting 

COVID-19 patients can help scientists and doctors better grasp 

the disease's severity, amount of risk, and most crucially, the type 

of medical care each patient will need. Different statistical and 

DL models are used for this purpose, yet there is a lack of 

research regarding using Bayesian deep learning models.  

In this study, we proposed using probabilistic Bayesian DL 

with LSTM models for predicting COVID-19 confirmed cases in 

Iraq. Each model was optimized with two optimizers, ADAM 

and SGD. The vanilla LSTM models were utilized to predict 10 
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days ahead of confirmed cases, while the probabilistic LSTM 

models were used to quantify epistemic uncertainty in addition to 

data predictions. Our experimental results showed that 

forecasting with Bayesian LSTM model is more effective as it 

provides good prediction with the model uncertainty. Based on 

different evaluation metrics used, results revealed that optimizing 

our proposed model with ADAM, can provide more accurate 

results, and LSTM and Bayesian LSTM obtained an R2 of 0.93 

and 0.92, respectively. For future work, we aim to apply our 

proposed models on different datasets with more complex patterns 

to gain more understanding of the model behaviors.  
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