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ABSTRACT: 

In medicine and healthcare, augmented reality (AR) has been used by physicians during surgical procedures. It has proved 

helpful in preoperative planning and procedure navigation by allowing them to display in-depth information and visualize 

details in real time during surgery, prioritizing patient safety and healthcare. Due to the critical nature of surgical procedures, 

extreme accuracy is required when using ar technology to maintain patients' health. A few years ago, ar faced several 

challenges and limitations in surgeries, such as noise in real-time images, cutting errors, navigation errors, wrong implant 

placement, overlay errors, navigating narrow areas, geometric accuracy limitations, image alignment, image registration, 

and occlusion handling. This paper reviews several recently published articles exploring ar technology usage in jaw and 

knee replacement surgery, focusing on identifying the newest technologies, methods, and solutions for the abovementioned 

limitations. Based on data collected from the published papers, the results were compared for each problem solved in each 

article regarding accuracy and processing time. 
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1. INTRODUCTION 

        Augmented Reality (AR) is proven to be extremely 

beneficial in the medical industry. AR technology is used in the 

training and education of Surgeons, which has proven successful 

in improving the performance of surgeons and increasing their 

degrees of qualification (Siff & Mehta, 2018), (Logishetty & 

Western, 2019), (Al Janabi et al., 2020), (Rochlen et al., 2017), 

(Borgmann et al., 2017), (Andersen et al., 2016), and (Bourdel et 

al., 2017). Some augmented reality systems were then developed 

for direct use in operations. AR provides surgeons with a 3d 

virtual model for the surgical field (Fida et al., 2018) and (Ayoub 

& Pulijala, 2019). Virtual and Augmented and Reality (VR/AR) 

are used in surgery on pre-operation planning and surgeon's 

training (Halabi et al.,2020), (Joda et al., 2019), (Farronato et al., 

2019), and (Towers et al., 2019). AR is used in complex and 

sensitive surgical fields such as heart, kidney, brain, pelvis, 

thoracic, artery, and jaw surgeries through a video display, see-

through or transparent display, and projection-based display 

(Suenaga et al., 2015) (Suenaga et al., 2013), (Murugesan et al., 

2018), and (Tanji et al., 2022). Images are virtually generated to a 

real-time video stream in Video‐based display overlays. It then 

creates a three-dimensional (3D) augmented reality view that 

supports the user's perception of depth, motion, and stereo 

parallax. To allow the user to see clearly through a transparent, 

see-through screen, images are superimposed on a transparent 

mirror/device.  

        A transparent screen is an electronic interface that helps the 

viewer see what is displayed on and through the glass panel. Like 

transparent screens, projection screens overlay virtual images on 

projectors that users can view directly (Murugesan et al., 2018). 

Augmented Reality-based surgery creates an augmented vision 

for the surgeon by combining visual images from before surgery 

with real-time images from during surgery. AR provides surgeons 

in the operating room with more practical and understandable 

knowledge during operation, which will direct them through it 

(Andersen et al., 2016), (Bin et al., 2020). To assist the physicians 

in viewing virtual video on the computer, a Two-Dimensional 

(2D) virtual video system is created. AR has appeared as the 

cutting-edge technology in medical surgeries (Murugesan et al., 

2018). AR provides a 3D perspective by superimposing different 

visual representations onto real-time images (Sielhorst et al., 

2008). Several limitations and challenges have been included in 

AR-based surgery such as occlusion, real-time image noise, image 

registration, long processing times, and inadequate occlusion 

processing. This paper aims to discuss the limitations and 

challenges, and highlight the newest techniques in AR-based 

surgery including accurate results within the shortest processing 

time. Figure 1 shows various types of surgeries, including 

traditional surgeries, video-guided surgeries, and AR-guided 

surgeries (Murugesan et al., 2018).  

 
       a) Traditional surgery                        b) Video‐guided surgery  

 

 
c) AR guided surgery 

Figure 1: Current types of surgeries. (These images are 

downloaded using Google search engine, the image is free to 

use, share or modify, even commercially) 

         Traditionally, operating room or surgical suite might point 

or face unique challenges and barriers for instance long work 
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hours, follow-up patients, erroneous data, real-time access to 

patient imaging and information, etc. So, having AR can help 

surgeons to study 3D scans Pre-operative phase, implement 

proactive, storing images, and time-saving procedures. 

         The rest of the paper is structured as follows. Section 2 

presents the AR systems proposed in the field of surgery, and 

Section 3 introduces the AR technology system workflow based 

on three phases: Pre-operative phase, Intra-operative phase, and 

Pose-refinement phase. The evaluation of the proposed system 

based on the State of the Art of each paper reviewed is shown in 

Section 4. Section 5 then combines the results found and 

discusses them. Finally, the conclusions and future work are 

presented in Section 6. 

2. RESEARCH SCOPE 

         The field of surgery is one of the most accurate areas that 

requires confirmation of the accuracy and speed of the devices 

and techniques used during surgery. Its main objective is to 

maintain the safety of patients and their lives. This systematic 

paper focused on jaw surgery (Bosc et al., 2019), (Wang et al., 

2019), and (Carpinello et al., 2019), dental implants (Pellegrino 

et al., 2019) and (Kivovics et al., 2022), and knee replacement 

surgery (Tsukada et al., 2019) and (Goh et al., 2021). The 

following sections will explain the modus operation of AR in 

surgery. 

         In 2021, Shrestha et al. (DATE) proposed AR system for 

dental surgery based on Enhanced-Iterative-Closest-Point (E-

ICP). This scheme improves the convergence of the CT scan 

model of teeth with the real-time stereoscopic images of the 

patient's teeth, which provided high registration accuracy. 

Basnet et al., (2018) proposed an augmented reality-based 

surgery system that improves navigation accuracy by eliminating 

noise and obstruction when the implant is placed about the 

jawbone to be cut or drilled. Furthermore, in jaw surgery, the AR 

system for narrow-area navigation has been proposed to reduce 

positional error within the surgery and increase navigational 

accuracy by positional error reduction (Budhathoki et al., 2020). 

In addition, Murugesan et al (2018) proposed a system applied in 

Oral and Maxillofacial Surgery (OMS) focusing on AR regarding 

geometric accuracy. Regarding geometric accuracy, Murugesan 

et al (2018) proposed a system applied in Oral and Maxillofacial 

Surgery (OMS) based on AR. The video accuracy and depth 

perception have been improved in the proposed AR-system. On 

the other hand 

         In 2019, Pokhrel et al proposed AR-system to decrease the 

cutting error to minimize the chance of chronic pain patients 

experience after knee replacement surgeries.  

Both Bayrak et al., (2020) and Manohar et al., (2020) proposed a 

novel AR-system for oral and maxillofacial surgeries. This 

system aimed to improve the accuracy of the overlay while 

decreasing the processing time. 

         In other ways, in Maharjan et al (2021) proposed a novel 

AR-system for knee replacement surgery for reducing 

registration error, minimize outcomes caught in local minima to 

enhance alignment, navigate occlusion, and optimize 

overlapping sections. 

3. SYSTEM WORKFLOWS 

         This section presents several paper-worked on AR in 

surgery. These papers have been reviewed to recognize the 

newest technologies, methods, and tools of VR-System, and what 

have been achieved according to accuracy in a short processing 

time. Surgically, the implementation and use of AR technology 

move through three phases: Pre-operative, Intra-operative, and 

pose-refinement phases. 

3.1. Pre-operative phase 

         At this phase, Computed Tomography (CT) scans data of 

patients. CT scan data can provide precise details and information 

on bones and nerves compared to their medical counterparts. This 

phase is implemented through 3 steps: CT Image, Segmentation, 

and Reconstruction. These steps are mentioned by most of the 

reviewed papers in this work, as shown in Figure 2. 

 

Figure 2: The pre-operative stage general steps 

        In the proposed system of Shrestha et al., (2021), after the 

teeth CT scan is obtained, it will segment using a threshold-based 

segmentation technique that offers a precise surgical space. 

Details such as the orientation, position, and appearance of the 

implant are included in the reconstruction of the tooth model. 

After registration, the image containing this data is aligned with 

the stereo stream to create an AR scene. An optical tracking 

device is used for surgical drill calibration and providing precise 

drill positioning in real time. 

        With other proposed systems by (Murugesan et al. (2018), 

(Shrestha et al., 2021), (Budhathoki et al., 2020), (Bayrak et al., 

2020), and (Manohar et al., 2020) the CT data of the patients were 

taken and then have been segmented. Subsequently, a hierarchy 

model is created. This reconstruction allows matching the real-

time images with this aspect graph (Offline phase) images that 

provide different segments of CT data from many angles and 

perspectives. 

        The starting point is obtaining the CT scan then the data are 

to be divided for surgical areas to be obtained with the most 

precision, this system proposed by Maharjan et al. (2021). 

Therefore, using a segmentation threshold, an image is 

fragmented into foreground and background images. The knee 

surgical plan is based on the reconstructed image, which holds 

the interest region. 

3.2. Intra-operative phase 

         In this phase, three steps are used: Stereo or optical 

cameras, implementation of enhanced algorithms, and pyramid 

building of video frame, as demonstrated in Figure 3. 

Figure 3: The intra-operative stage general steps 

 

         Most of the proposed methods have used an optical camera 

because it has standard image size and quality, which are crucial 

and must be preserved in the surgical field, while on the other 

hand, this field requires less time for image processing. 

Therefore, this leads to increasing the quality of live video 

frames. Furthermore, depth perception can be improved by using 

stereo cameras and a transparent mirror. 

         Using a roughly aligned intraoral scanner using Principal 

Component Analysis (PCA), Shrestha et al. (Sharesta et al., 
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2021) uses the preoperative CT scan-derived model and the 

resulting 3D model to obtain the three main aspects of the dental 

model. Therefore, this can be done using a zero-mean data matrix 

with Singular Value Decomposition (SVD). In addition to the 

gravity center, another four symmetrical points are set between 

the models. It can also be followed by comparing the computed 

tomography model obtained using the Iterative Closest Point 

(ICP) algorithm with the corresponding 3D model. Then, the 

rotation is calculated to reduce the distance between the 

corresponding points. SVD provides the perfect combination 

based on previous racing knowledge. At each iteration, SVD 

calculates accordingly. 

        According to Basnet et al. (2018) the live surgical video 

was captured using optical cameras to generate video frames. 

The noise was removed from the image based on the Modified 

Kernel Non-Local Means (MKNLM) filter. The result showed 

that the edges of the objects and preventing contour leakage 

improved. 

        Depending on the resolution, the images are sorted in a 

pyramid way, where low-resolution images stand at the highest 

level. The smallest resolution image is reserved for the Tracking 

Learning Detection (TLD) algorithm, which uses the Lucas–

Kande median to track and find the bounding box of the object 

of interest. If the Lucas-Kande median fails to track the feature 

points because of occlusion on the object of interest, then it also 

leads to the TLD algorithm's failure. Therefore, the occlusion can 

be removed using image reconstruction, based on pixel 

classification, to detect the object of interest for improving the 

image reconstruction quality. Through the image hierarchy, a 

bounding box is observed that has determined the point of 

interest. This box can assist in reducing the search area as well as 

the processing time. For the initial alignment, Ulrich's method 

has been used. This method removes the need for manual 

registering initially and reduces human error possibility. As a 

result, this can be aided in generating the 2D pose object of 

interest. Identifying the best image can help to submit to 3D pose 

refining using the ICP algorithm. 

         Budatuki et al. (2020) used an optical camera to record 2D 

surgical video in real-time, which is then transmitted to a TLD 

that monitors the surgical field using a bounding box. 

Afterwards, the bounding box views the 2D image that is 

imposed on the video frame. The motion history of the cutting 

tool is recorded, the cutting area is rechecked, and the remaining 

area for cutting is recalculated, all through using an optical 

camera. The surgical instrument is then sub-divided into two 

parts (e.g., shaft and effector), each with its own characteristics. 

A qualified Convolutional Neural Network (CNN) is used to 

track and detect the end effector, line features, and edge points in 

the shaft. When the 3D position is estimated, the input vector 

contains the instrument image descriptors and the output values 

are one of the 3D coordinates of the tip. Based on the position 

relative to the endoscopic image, the CT volume data showing 

the 3D position of the surgical instrument is displayed to obtain 

a foreground image of the chin. The color gradient function, 

which changes the pixel values of the image, preserves the image 

quality in real time, which is maintained by the function of color 

transfer, which changes the pixel values of the image. 

Automatically after initial alignment, Ulrich's approach performs 

the initial registration as the final step in the process. 

          Murugesan et al. (2018) used two stereo cameras to capture 

the surgical video. Ulrich's approach was used to resolve initial 

alignment problems. This method generates an aspect graph from 

a series of segmented CT images that can be mapped to 

intraoperative images. This aspect graph creates multiple models 

that can be matched in real-time. The best algorithm has been 

used for feature extraction based on the TLD algorithm to 

decrease the operational time. From the gathered aspect graphs, 

the most related image is extracted with the help of matching 

online and offline stages. The stereo camera is ixed on the 3D 

display. The stereo camera views the patient’s body translucently 

through a translucent mirror. The camera videos are 

superimposed onto the 3D monitor to generate a 3D posture along 

with the image registration results. 

         Bayrak et al., (2021) highlighted dividing the recorded 

video by the optical camera into video frames. An image 

resolution-based hierarchical model was designed that includes 

all frames to assist during online matching. In order to determine 

the area of interest, frames are fed into the TLD algorithm using 

the bounding box approach. It also decreased pixel cycle time by 

comparing pixels block by block instead of pixel by pixel. All 

frames go through the same procedure steps, and the improved 

TLD algorithm eliminates/minimizes the disruption caused by 

occlusions from the physician's hand or surgical instruments. The 

preoperative stage model performs the online matching and the 

real-time video frame. 

        Manohar et al. (2020) suggested that it is possible to use a 

TLD algorithm to track the area of interest from a video frame 

captured during surgery to remove occlusion and then to 

implement image reconstruction. Another point was mentioned 

which is removing the MK-NLM filter since there are no 

vibrations in modern operating theatres. It includes the patient's 

facial freedom movement, which is unlikely to lead to vibration.  

Pokhrel et al. (2019) emphasize that real-time video recorded 

with an optical camera sends it to a TLD tracking algorithm. The 

bounding box helps the TLD track the target region of interest. A 

2D image is then added to the bounding box video frame. The 

optical camera records the motion history of the cutting tool and 

also scans the cutting area. The remaining area of the pieces is 

measured using volume subtraction. The function of displaying 

the size of the remaining cropped area produces a two-

dimensional image using differential map technology. The Color 

Transfer function maintains the image accuracy in real time by 

transferring the pixel value to the image. The Ulrich method 

automatically initializes the knee model during the initial 

orientation. In conjunction with Ulrich's method, after applying 

the color transfer function, the remaining cut surface is 

determined using Markov random field surface reconstruction 

algorithm and a program called Markov random field surface 

reconstruction.  

        Based on Maharjan (2021), the surgeon first determines the 

damaged cartilage from the CT results, and then the incision is 

made using stereo-based monitoring. The use of two stereo 

sensors achieves binocular vision. It is close to natural eyes in 

that it aids in distance vision when doing surgery—two stereo 

cameras aid in recording the surgical video and overlaying 

images over the patient's organ. 

3.3. Pose-refinement phase 

        In this phase, the output of the previous phase is used to 

form an AR visualization in three steps: matching best images to 

2D pose, 3D pose refinement, and AR display, as illustrated in 

Figure 4. 
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Figure 4: The pose refinement phase 

        The best-aligned selected images are used to construct a 

realistic 2D model. Then, the ICP algorithm is used to optimize 

the pose, resulting in an accurate 3D form. The AR video is 

produced as a final step by projecting the advanced 3D pose and 

the video stream on the display screen (Shrestha et al., 2021). 

Basnet et al., (2018) aimed to remove the geometric error and 

reduce the probability of incorrect pose selection for enhancing 

model overlay with registration accuracy using the Rotational 

Matrix and Translation Vector (RMaTV) algorithm. 

Budhathoki et al., (2020) modified the ICP algorithm to refine 

the pose overlaid on the surgical region in an iterative process to 

construct an accurate 3D form. The RMaTV algorithm improves 

precision by eliminating geometric errors. The stereo camera 

projects the advanced 3D pose of the surgical instrument, and the 

camera video streams onto a transparent mirror, which is 

positioned above the surgical region and observed by the surgeon 

during the operation. 

        In 2018, Murugesan et al. used the ICP algorithm to carry 

out the pose refinement. It was done using the point-to-point 

technique to provide a precise 3D structure. The display device 

presented the advanced 3D pose and the camera video stream. 

This process has been leading to generating of AR video.  

Later, Bayrak et al., (2020) refined two images that were given 

intraoperatively. Using the proposed error metric equation in 

(Manohar et al., 2020), which is used for the error matrix that 

modifies the Rigid and Non-Rigid bodies for achieving high 

accuracy, the rotation invariant measurement-based ICP is used 

to fix the initial parameters. As a result, the scheme can become 

more stable and accurate with all angles and occlusions that could 

arise. The proposed system's error metric is determined by the 

Manhattan error metric rather than the Euclidean error metric to 

save computing power. 

        Furthermore, from image comparisons, the best-matching 

2D image is selected. The 3D pose created by the aspect graph is 

improved from the 2D pose of video alignment to simulate AR 

viewing. In addition, the Modified Rigid and Non-Rigid Iterative 

Closest Points (MR-ICP and NR-ICP) are used. The error metrics 

ensure precision and rapid convergence for both ICP versions 

(Manohar et al., 2020). 

         According to Pokhrel et al. (2019), the ICP refined the pose 

overlaid onto the surgical part in an iterative procedure. Applying 

the RMaTV algorithm improves accuracy by eliminating 

geometric errors. 

        According to Maharjan et al. (2021), to improve ICP 

process, using the Bidirectional Maximum Correntropy Criterion 

(BIMCC) in 3D-ICP registration proved to be helpful. By 

cancelling outliers and non-Gaussian noise from the process of 

registration, alignment error reduction is improved. BIMCC is 

reliable and convenient, helping the correspondence between two 

cloud points and determining the optimum rigid transformation, 

thus improving accuracy and processing time. Then, images are 

modified through the Stereo Matching algorithm and the 

Gaussian filter helps eliminate geometric errors. Then, with a 

stereo camera, the operation scene is displayed on a transparent 

mirror mounted in the operation area and observed by the 

physicians during the operation. 

          Figure 5 shows how the proposed system works for jaw 

surgery (Budhathoki et al., 2020), where A) Image Registration: 

Purpose: CT scan for jaw surgery. Description: Aligning CT 

images for surgery. B) Real-time Image: Purpose: Live 3D 

surgical view. Description: Real-time images enhance surgery. 

C) Image Overlay: Purpose: Highlighting jaw regions. 

Description: Overlay for surgical guidance. 

 

Figure 5: a Real-time image. b) Image registration. c) Image 

overlay (Budhathoki et al., 2020) 

Figure 6 shows how proposed system work for knee replacement 

surgery (Maharjan et al., 2021), where (a) Image Registration: 

Aligning images for surgery planning. (b) Stereo Matching 

Algorithm with Stereo-based Tracking: 3D tracking during 

surgery. (c) Image Alignment with Correntropy Algorithm: 

Precise image alignment for surgery. (d) Bone Drilling Using 

Image Overlay: Guided bone drilling in surgery. 

 

           (a)                                               (b)                                                (c)                   (d) 

Figure 6: a Image registration. b) Stereo matching algorithm 

with stereo based tracking. c) Image alignment with correntropy 

algorithm (d) Drilling bone using image overlay (Maharjan et 

al., 2021). 
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Table 1:  Proposed System Implementation and Evaluation of Paper Review.

 

4. PROPOSED SYSTEMS IMPLEMENTATION AND 

EVALUATION 

         As shown in Table 1, the State of the Art of the eight 

proposed systems published papers have been selected, and 

results show that the video accuracy (precision) and processing 

time have been improved and enhanced. The data used in all these 

studies have been collected and used from online databases as 

well as YouTube videos. All these data are available for study, 

scientific research, and medical students. Overall, it is worth 

mentioning that the hardware and programs used in the 

implementation of such technologies have an impact on obtaining 

the results reached by each system and clearly and accurately 

affected the processing time.  

5. RESULTS AND DISCUSSION 

         Based on the State of the Arts of the recent papers reviewed, 

the proposed AR systems mentioned in surgery have improved 

the accuracy and processing time. The process was done in three 

stages: the preoperative, the intra-operative, and pose refinement. 

The results are based on image registration and overlay 

depending on the patient and surgical tools' movement. The 

patient's CT scan images were used because they provided more 

accurate details and information compared with other medical 

images. An optical camera decreases system processing time by 

eliminating the need to convert the 3D to a 2D video frame during 

the online phase. It also enhanced system performance and aided 

in tracking the history of the operated-on region. 

        Additionally, the live video frames quality was increased. 

Using two stereo cameras and a transparent mirror helped 

improving depth perception. Matching the objects in real-time 

videos from multiple angles (angles, rotation) was aided by the 

aspect graphs, in addition to generating a hierarchical structure of 

segmented images. 

        The enhanced ICP algorithm integrated with the weighting 

mechanism reduced the error caused by false point matching by 

preventing multiple alignment errors from accumulating. 

The RANdom SAmple Consensus (RANSAC) algorithm 

increases system speed by reducing the number of iterations and 

the outlier effect on the estimation. 

         Alignment accuracy is improved by using an intra-oral 3D 

scanner to acquire a 3D model of the tooth, which achieves a 3D 

model with gangue that matches the model obtained by computed 

tomography. Moreover, the first registration has been done by 

using Ulrich's approach to avoid the possibility of human errors, 

which is possible when initial registration has to be done 

manually. 

         Improved TLD use for long-term tracking and detection in 

real-time videos, using the bounding box, minimizes the search 

area in real-time movies, lowering processing time. Also, using 

the RMaTV algorithm eliminates geometric error, increases 

registration accuracy, and decreases image overlay. Moreover, 

using the ICP algorithm in conjunction with BiMCC supported 

alignment and registration improvement, maximized overlap 

Author Area of Study Problem Technique Used Accuracy Processing 

Time 

Software 

Used 

Murugesan et al. [16] 

Oral and 

Maxillofacial   

Surgery 

Geometric Accuracy 

and Image 

Registration 

Rotational Matrix and 

Translation Vector Algorithm, 

by Incorporating Two Stereo 

Cameras and a Transparent 

Mirror 

0.30 ~ 0.40 mm 

Overlay error 

(video 

accuracy) 

10 – 13 

frames per 

second 

MATLAB 

R2017a 

Shrestha et al. [27] 
Dental  

Surgery 

Incorrect Implant 

Placement 

Enhanced Iterative Closest 

Point Algorithm for Reducing 

the Error, Weighting 

Mechanism and Median 

Value for Reducing 

Alignment Error, Random 

Sample Consensus Algorithm 

for Detect and Remove the  

Outlier 

0.33 mm 

Registration 

accuracy  

14 frames per 

second 

MATLAB 

R2019a 

Basnet et al. [28] Jaw Surgery 
Noise in Real-Time 

Images 

Removing Occluded Item, 

Using A Weighting-Based 

De-Noising Filter With Depth 

Mapping-Based Occlusion 

Removal 

0.23 ~ 0.35 mm 

Image overlay 

(video 

accuracy) 

8 – 12 frames 

per second 

MATLAB 

R2017b 

Budhathoki  et al. [29] Jaw Surgery 
Navigating Narrow 

Areas 

2D and 3D System Tracks the 

Surgical Tool, Which 

Consists of the Shaft and the 

Cutting Unit 

0.25 ~ 0.35 mm 

Video accuracy 

11 - 14 frames 

per second 

MATLAB 

R2019a 

Bayrak et al. [30] 

Oral and 

Maxillofacial 

Surgery 

Image Registration 

When 

Matching 2 

Dissimilar Posture 

Images and 

Processing Time 

Iterative Closest Point (ICP) 

Algorithm, That Is Mixture of 

a Rotation Invariant with 

Manhattan Error Metric 

0.22 ~ 0.30 mm 

Overlay 

accuracy 

10 - 14 frames 

per second 

MATLAB 

R2018b 

Manohar et al. [31] 

Oral and 

Maxillofacial 

Surgery 

Occlusion in area of 

interest, reducing 

processing time and 

improving accuracy 

Enhanced Tracking 

Learning Detection (TLD), 

Modified Rigid and Non-

Rigid Iterative Closest Point 

(MRaNRICP) using new error 

metric 

0.22 ~ 0.29 mm 

Overlay 

accuracy 

10 – 13 

frames per 

second 

MATLAB 

R2018b, 

deep 

learning and 

image 

processing 

toolboxes 

Pokhrel et al. [32] 
Knee Replacement 

Surgery 
Cutting Errors 

Volume Subtraction 

Technique 

Minimizing the 

cutting error ~ 

1 mm, 0.40 ~ 

0.55 mm, 

Video accuracy 

9 -10 frames 

per second 

MATLAB 

R2017b 

Maharjan et al. [33] 
Knee Replacement 

Surgery 

Image Registration 

and Alignment 

Image 

Markerless Image 

Registration Method for 

Guiding and Visualizing the 

Surgical Procedure 

0.57 ~ 0.61 

mm, Video 

accuracy 

 

7.4 - 11.74 

frames per 

second 

MATLAB 

R2019b 
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between cloud points, and the elimination of registration results 

stuck in local non-Gaussian noise and minima, eliminating 

continuity noise, and eliminating outliers, thus ensuring high 

accuracy in registration. 

        The proposed systems, in order to obtain results in a shorter 

processing time, were implemented using the MATLAB 

program. The MATLAB function is used to extract data points 

from images and videos. In addition, the matching function is 

used to select the best match, and the forward transform function 

is used to shift the points to overlap them 

        Furthermore, using a video-based display produces more 

accurate results than see-through and projection-based displays 

(Murugesan et al., 2018). These techniques, tools, and algorithms 

were used in the proposed solutions to achieve the highly 

accurate results that the surgery needs in real-time operations.

6. NCLUSION AND FUTURE WORK 

         AR technologies used in surgery work simultaneously to 

provide better results for surgery and help physicians. ICP 

algorithms have been used to solve the limitations of noise 

removal, cutting errors, navigational errors, wrong implant 

placement, overlay errors, navigating narrow areas, geometric 

accuracy limitations, image alignment, image registration, and 

occlusion handling. 

    To improve the performance of augmented reality surgical 

systems, the researchers used the TLD algorithm for tracking and 

detection, and the ICP and RMaTV algorithms for geometric 

error removal and reducing overlay errors, as well as enhancing 

image registration. They are, furthermore, using optical and 

stereo cameras to capture real-time video with a mirror in the 

operation room to direct the user's view. Hence, all these 

techniques have shown their effectiveness in providing high 

accuracy, improving and speeding up the processing time 

required by the medical field. 

        In future research aimed at assisting surgeons, there is 

potential to enhance AR visualization by introducing features 

such as the ability to magnify and display object layers, thereby 

offering more precise information, as well as enabling object 

rotation 
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