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ABSTRACT:  

Assessing military trainee in an obstacle crossing competition requires an instructor to go along with participants or be 

strategically placed. These assessments sometimes suffer from fatigue or biasedness on the part of instructors. There is the 

need to have a system that can easily recognize various human actions involved in obstacle crossing and also give a fair 

assessment of the whole process. In this paper, VGG16 model features with neural network classifier is used to recognize 

human actions in a military obstacle-crossing competition video sequence involving multiple participants performing 

different activities. The dataset used was captured locally during military trainees’ obstacle-crossing exercises at a military 

training institution to achieve the objective. Images were segmented into background and foreground using a Grabcut-based 

segmentation algorithm. On the foreground masked images, features were extracted and used for classification with neural 

network. This method used the VGG16 model to automatically extract deep learned features at the max-pooling layer and 

the input presented to neural network classifier for classification into the various classes of human actions achieving 90% 

recognition accuracy which is at training time of 104.91secs. The accuracy obtained showed 3.6% performance 

improvement when compared to selected state-of-the-art model. The model also achieved 90.1% precision value and recall 

of 90.2%. Although many studies have focused on human recognition action recognition in several application areas, this 

study introduced a novel model for real time recognition of fifteen different classes of complex actions involving multiple 

participants during obstacle crossing competition in a military environment leveraging on the strength of deep learning and 

neural network classifier. This study will be of immense unbiased benefit to the military in the assessment of a trainee’s 

performance during training exercises or competitions. 
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1. INTRODUCTION 

        Human activity recognition is the process of recognizing 

human action that take place in a video sequence (Kolawole, 

Irhebhude, & Odion, 2025; Patel et al., 2020; Sansano, Montoliu, 

& Belmonte Fernandez, 2020). Techniques for  human behaviour 

analysis can be through image based data (videos or images) or 

sensors which study motion data from wearables (Sansano, 

Montoliu, & Belmonte Fernandez, 2020). The video-based 

technologies involve extracting features from videos and images 

of human activity streams captured by cameras placed within an 

environment where humans are present, this approach gives an 

intuitive understanding of the complexities involved in the task 

(Shiraly, 2022). Human activities from input data are analyzed 

by machines for Human Action Recognition (HAR) and 

researchers have continued to improve HAR systems in different 

situations. HAR can be applied in; healthcare systems such as 

monitoring of patients, gesture recognition and also in the 

military operations (Luo, 2020). 

        HAR is a complex research field that involves recognition 

and prediction from video image samples consisting different 

human activities. The task of activity recognition is related to 
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human actions present state, and action prediction envisages the 

future state. These two tasks are used in real-world applications; 

such as surveillance, human-computer interaction, autonomous 

vehicles, healthcare and video retrieval (Kong & Fu, 2022).  

Identifying specific human actions and movements from video or 

image data is useful for integration into technologies that use 

modern devices in real world application. Deep learning 

algorithms play an important role in processing videos or images 

for HAR; however, it is difficult to build one from the scratch as 

it comes with the difficulty in obtaining large amount of labelled 

data and the huge computational resources required. Transfer 

learning involving pre-trained model have been identified as 

solution to this challenge (Harahap et al., 2023).   

        The VGG16 CNN deep learning method is one of the most 

significant approaches for image recognition task (Latumakulita 

et al., 2022). An action, such as sitting or raising a hand, could 

be identified using a single frame (image) while interaction with 

one or more objects leads to greater complexity of actions such 

as jumping, running and swimming, as they require longer video 

frame sequence as such actions involve different physical body 

movements (Host & Ivasic-Kos, 2022).  
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        Human actions can be categorized into four based on the 

involvement of body parts used; human gesture (movement of the 

body parts with specific meanings), action (it can be activity 

performed by an individual or combination of multiple gestures), 

interaction (involves performing activities by two actors i.e. 

human and objects) and group activity (complex combination of 

the three categories involving multiple participants and objects) 

(Manaf & Singh, 2021). These classes of actions are found in 

obstacle crossing exercises especially in military training 

institutions where several events involving humans and other 

objects take place with varying levels of complexity. Monitoring 

these activities manually is very difficult due to complexity of the 

exercise, hence the need to have an automated way of assessing 

these activities to ease the burden of identifying faults or errors 

during such exercise in the military environment. 

        This study recognizes different categories of human actions 

from locally gathered datasets using image classification and 

deep learning algorithms which can be beneficial in real time 

video analysis. The study by Kolawole, Irhebhude and Odion 

(2025) classified fifteen (15) different actions during an obstacle 

crossing competition in a military institution and achieved 86.5% 

recognition accuracy. An error margin of over 10% gives room 

for improvement. Therefore, this study builds on the effort made 

by using VGG16 extracted features to recognize human actions 

in military obstacle crossing competition with multi-layer 

perceptron classifier. 

        This study proposes using VGG16 CNN architecture for 

action recognition in cadet’s obstacle crossing exercise. This 

research aims to contribute to learning in areas of developing a 

computer vision and deep learning techniques for human action 

recognition, especially in military activities.  

        The rest of the paper is structured as follows: the literature 

review and other concepts are discussed in section 2. The related 

works are discussed in section 3, the proposed methodology, 

dataset used, VGG16 feature extraction, and classification are 

discussed in section 4. Section 5 discusses the results of the 

implemented work. Performance comparison of the results 

obtained is discussed in section 6. Finally, the conclusions, 

recommendations and future work are discussed in section 7. 

Literature Review: 

        This literature review explores existing research in human 

action recognition using traditional machine learning and deep 

learning models. It also discusses the conceptual view of area of 

study and review of related work.  

        Kong and Fu (2022) grouped action recognition into action 

representation and action classification. Representation converts 

series of videos to vectors, while classification will infer a 

labelled action from the vector. It plays an important role in 

recognition, but without a decent learning method a true 

representation result would not be achieved (Khowaja & Lee, 

2020). Different real-world applications are made possible by 

action recognition, prediction systems, visual applications, 

entertainment, autonomous driving, video retrieval, and human 

computer interaction. Machine Learning or DL techniques can be 

used in training HAR models (Kolawole, Irhebhude, & Odion, 

2025).  

        For handcrafted features, ML-based techniques can be 

utilized and the DL-based framework can be used for automatic 

feature extraction (Gupta et al., 2022). DL models have recorded 

great success in a variety of difficult research areas, including 

image recognition and natural language processing. The main 

advantage of DL is its ability to automatically learn 

representative features from massive amounts of data. As a result, 

this technology may be appropriate for human activity 

recognition. While some early attempts can be found in the 

literature, many difficult research problems such as detection 

accuracy, device heterogeneities, environmental changes, among 

others remain unsolved (Li et al., 2021). 

        Several deep learning algorithms such as CNN have been 

used for image classification; they consist of many layers 

including, convolutional, pooling and fully connected layers 

(Tripathi, 2021). Studies have shown that pre-trained networks 

such as; Visual Geometry Group (VGG16) (Simonyan & 

Zisserman, 2014), ResNet (Irhebhude, Kolawole, & Amos, 2023; 

Irhebhude, Kolawole, & Zubair, 2024) have been applied in 

recognition tasks and recorded promising results. According to 

some studies, the VGG16 pre-trained deep learning models have 

been employed for the extraction of deep learned features, it is 

considered to be one of the excellent vision model architectures 

(Thakur, 2024). The author further stated that the sixteen (16) in 

VGG16 refers to it having 16 layers that have weights with a large 

network of about 138 million parameters.  This section gives a 

background knowledge on DL, VGG16, neural network classifier 

and related studies in the use of deep learning for human action 

recognition. 

Deep Learning:  

        Deep learning model is fundamental to the proposed 

technique used in this study. The ability to learn high level 

features and capability to give high performance has made DL 

popular (Bento, 2021).  DL uses artificial neural network (ANN) 

as their main structure, they differ from other algorithms because 

expert input is not required during feature design and engineering 

phase (Bento, 2021). DL algorithms take in dataset, learns its 

patterns and how to use features extracted on their own to 

represent the data. Subsequently, DL algorithm can combine 

different representations of each dataset with each one 

identifying a distinct pattern or characteristic into an abstract high 

level representation of the dataset (LeCun, Bengio, & Hinton, 

2015). DNN, Hybrid Deep Learning (HDL), and transfer learning 

models are the three categories of DL methods used in HAR 

(Athavale et al., 2021; Deep & Zheng, 2019; Harahap et al., 

2023; Li & Wang, 2022; Tufek et al., 2019). The transfer learning 

includes pre-trained DL models like VGG16, ResNet etc. and 

have been successfully applied in various classification studies 

such as activity recognition (Athavale et al., 2021; Harahap et al., 

2023; Li & Wang, 2022), emotion recognition (Irhebhude, 

Kolawole, & Amos, 2023), pneumonia image classification 

(Jiang et al., 2021), etc. The development of DL can be separated 

into various categories in terms of algorithm and structure, and 

the CNN is the most utilized DL network type because of its 

ability to automatically detect important features without 

supervision (Alzubaidi et al., 2021). The VGG16 CNN 

architecture is briefly described in the next subsection. 

Visual Geometry Group (Vgg16): 

        VGG16 also called VGGNet is a pre-trained deep learning 

model with sixteen layers developed by Simonyan and Zisserman 

(2014) at Oxford University, where it achieved an accuracy of 

92.7% on the ImageNet dataset at the ImageNet Large Scale 

Visual Recognition Challenge (ILSVRC). The VGG refers to the 
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Visual Geometry Group, while 16 refers to the 16 layers of the 

network including 13 convolutional layers and 3 fully connected 

layers. The uniqueness is in the use of 16 layers that have weights 

as opposed to relying on several hyper parameters, each layer 

works to process image information incrementally and improve 

the accuracy of its predictions (Thakur, 2024). VGG16 is an 

improvement on AlexNet with 3x3 convolutional kernels and 

2x2 pooling layers, smaller convolution layers was added to 

deepen the network architecture and improve feature learning 

(Jiang et al., 2021). The ability of the VGG model to capture 

high-level features in complex tasks gives it a higher 

performance over other models, especially in object detection 

and recognition. The VGG design focused on increasing network 

depth, while using simple and uniform convolutional layers in 

image classification problems (Grigoryan, 2023).  

        A VGG16 comprises of different blocks; input, 

convolutional layers, pooling layers, fully connected layers and 

softmax as shown in Figure 1, the first two blocks contain two 

convolutional layers each with 64 and 128 filters respectively, 

followed by ReLU max pooling layers while the last three blocks 

have three convolutional layers each with 256, 512 and 512 filters 

respectively followed by ReLU and a max pooling layer. It 

follows the arrangement of convolution and max pool layers 

consistently throughout the whole architecture. In the end, it has 3 

fully connected layers (FC) followed by a SoftMax for output. The 

network is massive with about 138 million approximate 

parameters (Grigoryan, 2023).

 

 

Figure 1:VGG16 Architecture (Arif, 2023) 

(a) Input Layer – The input layer serves as the first layer 

of the VGG16 architecture. This layer has an input size of 

224 ×  224 ×  3 and feeds the input data to the network while 

the output is passed to the convolutional layer. 

(b) Convolutional Layer – The convolutional layer 

captures a wide range of features at different levels for richer 

representation. It uses a filter with smaller 3x3 receptive field 

window size to detect local features and convolution stride of 1 

pixel, rather than large fields in the first convolutional layer in a 

bid to improve accuracy (Qassim, Verma, & Feinzimer, 2018). 

The number of filters increases as it moves deeper into the 

network. There are five sets of convolutional layers and max 

pooling layer. This layer performs stride, padding and activation 

functions using ReLU the input image passes through the first 

convolutional layer with ReLU and the pooling layer having 64 

filters and input dimension 224 ×  224 ×  64. The input image 

further moves to the second convolution layer with a filter size of 

128 and input dimension of  112 ×  112 ×  128  for deeper 

feature extraction. More features are extracted at the third, fourth 

and fifth blocks with filter size 56 ×  56 ×  256, 28 ×  28 ×

 512 and 14 ×  14 ×  512 respectively.  

        In CNN, the stride value is a fundamental parameter that 

represents the number of pixel size by which the filter moves 

across the entire area of an input image during convolution 

operation. It controls how the convolutional filters interact with 

input image and affect the size of the output feature map. An 

adjustment in the stride can affect outputs size, computational 

efficiency, and models’ performance. ReLU activation function 

introduces nonlinearity to the extraction process, the VGG16 

network’s hidden layers use ReLU nonlinearity instead of Local 

Response Normalization like AlexNet and aids in modelling 

complex interactions within data (Simonyan & Zisserman, 2014). 

The hidden layer contains neurons known as nodes; each node in 

each layer interacts with data and connects to each node in the 

following layer, passing on information learned about the data. 

(c) Max-Pooling Layer – The Max-pooling layers are 

utilized for spatial down-sampling feature maps and reducing 

dimensions of the features while preserving important features, 

making the network more robust and invariant. The max-pooling 

layer consists of kernel and astride of 2 which helps to reduce 

overfitting (Athavale et al., 2021). 

(d) Fully Connected Layer - Three fully connected layers 

are included in VGG16; they are used for classification tasks 

based on features extracted from the images. The first two layers 

have 4096 channels each while the third layer has 10000 

channels, and the final layer is SoftMax (Simonyan & Zisserman, 

2014) 

(e) SoftMax Layer – This layer is the final layer of the 

architecture and it outputs the prediction of the classes.  

Transfer learning techniques such as the VGG16 have been 

applied in many real-world applications. Pardede et al. (2021) 

proposed a transfer learning architecture for fruit ripeness 

detection using VGG16,  replacing the upper layer of the 

architecture with an MLP block used as classifier and the 

SoftMax activation as output layer. The experimental result 
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demonstrates the strength of the VGG16 and MLP achieving 

good performance accuracy of 90%. 

Multi-layer Perceptron (MLP): 

        Guha et al. (2021) proposed a feature selection model on 

multiple extracted features using MLP classifier and achieved 

best accuracy of 95.19% average classification. The MLP is 

known for its versatility and capability to distinguish between 

multiple classes of activities (Dutta, 2024). This characteristic 

makes it a wide choice for classification task. 

        MLP consists of input and output layers, with one or more 

hidden layers. Through training, MLP have the capability of 

learning, set of training data which is made up of several input 

vectors needed for training. The MLP is seen as feedforward 

algorithm as it is continually fed with training data, during 

training the network’s weight are combined with input in a 

weighted sum and subjected to activation function until intended 

input-output mapping is achieved (Bento, 2021). The number of 

layers and neurons are referred to as the hyper parameters of a 

neural network which needs tuning, adjustment of weight is done 

through backpropagation. The notation in MLP is given as 

follows (Banoula, 2023): 

Given 𝑖 = 0,1, , … 𝑛, where 𝑛 is number of inputs, weight of the 

neuron are the quantities represented as 𝑤𝑖 the input (𝑥𝑖) 

correspond to the features and output (𝑦) corresponds to their 

predictive class.  

∑ 𝑤𝑖𝑥𝑖

𝑛

𝑖=0

= 𝑓(𝑧) = 𝑦                                (1)  

 

The weighting steps involve; multiplying each input feature by 

its weight (𝑥𝑖𝑤𝑖), 

in the second step they are added together as (𝑥0𝑤0 + 𝑥1𝑤1 +

⋯ + 𝑥𝑛𝑤𝑛). The next step involves applying an activation 

function 𝑓(𝑧) to the sum and produces an output (y) as shown in 

equation 1 (Taud & Mas, 2018). 

Review of Related Works: 

        Traditional machine learning and deep learning techniques 

have been applied for human action recognition resulting in 

various degrees of recognition accuracies and performance 

(Dang et al., 2020). Ankita et al. (2021) developed a hybrid 

CNN-LSTM lightweight deep learning framework for HAR and 

achieved a prediction accuracy of 97.89% on the University of 

California Human Action Recognition (UCI-HAR) dataset. 

Further research on combining different deep learning models on 

various datasets was suggested by the authors to achieve a more 

accurate result.  

        Nafea et al. (2021) introduced a CNN model with varying 

kernel dimensions along with Bidirectional Long Short-Term 

Memory Network (BiLSTM) to extract spatial and temporal 

features from sensor data for HAR. Filters with different kernel 

sizes were utilized in each layer to extract useful information 

from the CNN. The output of the CNN and BiLSTM were 

combined to give the final output used for recognition, UCI 

dataset (consisting of six activities namely; sit, walk, walk up, 

walk down, stand, and laying down) and WISDM dataset 

(consisting of the following activities; standing, sitting, walking, 

upstairs, downstairs, and jogging) were used for experiment on 

the CNN-BiLSTM model and achieved accuracy values of 

97.05% and 98.53% respectively. The researchers suggested 

further examination on contrasting features extracted by CNN-

BiLSTM against handcrafted features. 

        Muhammad et al. (2021) proposed the BiLSTM mechanism 

with Dilated Convolutional Neural Network (DCNN) for a video 

based human action recognition system in order to address the 

issue of distinction between visual and temporal features in video 

frames. Discriminative features were extracted by the DCNN 

with residual blocks and then fed to the BiLSTM to learn long 

term dependencies. SoftMax was utilized to improve loss 

function and increase accuracy. Three benchmark datasets were 

used for evaluation; UCF101, UCF sports and J-HMDB 

achieving recognition rates of 98.3%, 99.1% and 80.2% 

respectively.  

        A multi-view action recognition system was proposed by 

Amin et al. (2021) using the VGG19 CNN model for feature 

extraction and conflux LSTMs network to learn multi view 

patterns. The actions were classified using SoftMax classifier. 

The Northwestern-UCLA multi view action 3D dataset (Wang et 

al., 2014) and Multi-camera action dataset (MCAD) (Li et al., 

2017)  were used in the experiment with the proposed conflux 

LSTM model, and accuracy values of 88.9% and 86.9%  were 

reported respectively. 

        HAR plays a crucial role in pattern recognition with 

numerous applications, all HAR systems can be divided into two 

categories; The first uses sensor-based technology for activity 

recognition. This technology means wearable sensors are 

attached to the body so that the system can collect information in 

the form of velocity, frequency, acceleration, patterns etc. in 

movements made by individuals. The second approach is vision-

based, which involves recognizing human activity from video or 

images. In this scenario, the system collects data using a camera 

to identify actions (Isakava, 2022). Vision-based approach to 

human action recognition uses images, videos or camera feeds. 

For video-based HAR three types of data can be extracted; visual 

data (such as contour, texture, colour and spatial features are 

extracted from individuals and objects in a frame), Temporal data 

(motion patterns of people, objects and cameras) and text data 

(Shiraly, 2022).  

        Liang, Lu and Yan (2022) used the CNN-LSTM model to 

extract spatiotemporal information based on the KTH (Schuldt, 

Laptev, & Caputo, 2004) dataset for HAR. Six categories of 

actions were selected from the KHT video datasets (walking, 

jogging, running, clapping, boxing and waving), and the 

experimental result was compared to three other models. 

LSTM+CNN model had the best performance with 89.0% 

accuracy while the CNN, KNN and Spatio temporal interest point 

with KNN (STIP+KNN) models recorded 86.00%, 83.00%, and 

84.0% respectively. This showed the ability of all the models to 

identify human actions but the need for improvement in 

achieving higher accuracy in multiple and continuous actions, 

especially in complicated environments. Different studies that 

used deep learning approach are reported here. 

        Hayat et al. (2022) developed a framework for monitoring 

activities. of elderly people in outdoor and indoor environments 

using data collected from gyroscope and accelerometer in smart 

phones. Activities such as; sitting, walking, going upstairs, going 

downstairs, standing, and lying were included in the dataset. The 

UCI dataset was used for the study and it was evaluated using 

different machine learning and deep learning techniques namely; 

RF, KNN, SVM, ANN and LSTM achieving overall recognition 

performances of 82.68%, 85.38%, 87.90%, 91.23% and 94.53% 
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respectively using 2-fold cross validation. With 10-fold cross 

validation, RF, KNN, SVM, ANN and LSTM gave accuracies of 

85.63%, 87.18%, 89.08%, 92.25% and 95.05% respectively. The 

authors concluded that the results yielded significant 

performances as it is challenging to build HAR due to wide 

varieties of activities and their similarity in nature. 

Recommendation was made on improving the model by 

validating technique on larger datasets that contains more 

activities. 

        In a study by Patil et al. (2022), a deep learning model was 

developed to detect and classify human actions in restricted 

military areas for security purpose. Video images were captured 

with the use of webcam mounted to track human activities within 

the restricted environment. Normalization techniques, denoising, 

resizing and segmentation were done as preprocessing stage after 

which CNN was used for automatic feature extraction and LSTM 

for detection and the classification of human behaviour into legal 

and illegal activities. The authors did not report recognition 

accuracy achieved but identified the need to consider complex 

actions for further research and also improvement in the accuracy 

of the recognition system.  

        Keshinro, Seong and Yi (2022) employed two deep learning 

algorithms; ConvLSTM and Long-term Recurrent Convolutional 

Network (LRCN) for predicting human intention. The UTKinect-

Action3D dataset (Xia, Chen, & Aggarwal, 2012) was used for 

the experiment. The dataset contained RGB images from 10 

participants who performed the following actions; standing, 

picking, walking, throwing, pushing, waving, clapping hands and 

carry actions. The authors trained the proposed model by 

selecting four actions (pick, throw, carry and wave) from the 

dataset and achieved 74% accuracy on the ConvLSTM while the 

LRCN gave a poor accuracy of 25%. 

        Putra, Shima and Shimatani (2022) presented a Deep Neural 

Network (DNN) and shared weight techniques comprising of pre-

trained CNN, attention layer, RNN and softmax layers for 

classifying human activity from multiple viewpoints. Multi-view 

images from IXMAS dataset (Weinland, Ronfard, & Boyer, 

2006) and the i3DPost dataset (Kavi et al., 2016) were used in 

conducting experiments and recorded promising recognition 

accuracy of 97.2% and 96.87% respectively. The authors 

recommended further improvement in the model’s performance 

by involving more subjects and considering evaluation with 

datasets consisting of more complex actions in different 

situations. 

        Qi et al. (2022) developed a smartphone based DCNN 

framework for HAR and automatic labelling of images. Depth 

vision data and IMU signals were collected using Microsoft 

Kinect camera and smartphone, the dataset comprised of 12 daily 

human activities. To improve accuracy, Kalman filter, noise 

removal and calibration were used as preprocessing steps. The 

proposed model achieved 93.89% accuracy. 

        Jain et al. (2022) proposed HAR hyper parameter deep 

learning model (HAR-HPTDL) which utilized a bidirectional 

LSTM model as feature extractor, a sparrow search algorithm to 

tune hyper parameters and a softmax layer for classification of 

human activities. To improve the overall performance of the 

HAR system, an entropy-based feature reduction was combined 

with Chi square-based feature selection. The experiment was 

conducted on the HMDB51, UCF101, UCF11, and IXMAS 

datasets with the proposed HAR-HPTDL model achieving 

recognition accuracy of 99.68%, 98.15%, 94.87%, 65.98% on the 

datasets respectively. The findings revealed the ability of the 

model to perform effectively on difficult tasks; however, it 

required significant amount of time and resources to achieve the 

success. Future improvement of the model in terms of inclusion 

of RGB and depth data for HAR was suggested. 

        Huang et al. (2022) noted CNN models have many invalid 

filters that affect the performance and contributes less to outputs. 

The authors proposed a filter activation model to reactivate useful 

filters that uses one network instead of multiple networks like in 

ensemble learning for HAR to boost accuracy. Gaussian noise 

activation was used to remove noise and entropy-based measure 

to select the useful filters. Experiments were performed on UCI-

HAR, OPPO, UniMiB-SHAR, PAMAP2, WISDM, and USC-

HAD datasets which gave accuracy values of 97.18%, 81.36%, 

77.47%, 92.18%, 99.02% and 99.54% respectively. 

        Jaén-Vargas et al. (2022) proposed a DL approach for HAR 

with the introduction of sliding windows as a feature extraction 

technique in other to find the optimal size that will reduce 

processing cost and give the most accurate result for activity 

classification. In evaluating the performance of the model, 

experimental data comprised samples of three common daily 

movement activities (walking, sit-to-stand and squatting) from 

IMU and MOCAP dataset that were used on four different DL 

models; DNN, CNN, LSTM, and CNN-LSTM. Two sets of 

windows with varied lengths were used; short sliding window 

size of 5,10,15,20,25 frames and long sizes of 50,75, 100 and 200 

frames to compare the performance in terms of accuracy and F1-

score. The authors concluded the LSTM and CNN-LSTM 

performed better with F1-score above 80% and both achieving 

99% accuracy on IMU data with 20 frames. Similarly, the LSTM 

and CNN-LSTM achieved high accuracy of 99% and 98.88% 

respectively on the MOCAP dataset utilizing windows from 20 

frames. A further study that considers a greater variety of 

activities and complex HAR problems was suggested.  

        In addressing some existing challenges in vision based 

HAR, Poulose, Kim and Han (2022) proposed a Human Image 

Threshing (HIT) machine-based activity recognition using image 

dataset generated from smartphone camera, an IMU sensor and a 

stretch sensor. The dataset comprised of 9 activities; sitting, 

standing, laying, walking, push up, dancing, sit-up, running, and 

jumping. Masked RCNN was utilized for human body detection 

while facial image threshing (FIT) was employed to crop and 

resize images. The proposed HIT model considered four transfer 

learning models; VGG, Inception, ResNet and EfficientNet 

architecture. The ResNet achieved highest accuracy of 98.53% 

while VGG, Inception and EfficientNet recorded 96.38%, 

93.18% and 89.94% respectively. 

        Dahou et al. (2022) presented a modified optimization 

algorithm called Binary Arithmetic Optimization Algorithm 

(BAOA) to improve the performance of HAR. The BAOA was 

used for feature selection CNN was applied to learn and extract 

features from the input data and SVM was adopted for 

classification based on the different activities. An experiment 

was conducted using the proposed combination of BAOA and 

CNN models on UCI-HAR, WISDM-HAR, and KU-HAR public 

datasets and achieved 95.23%, 99.5% and 96.8% accuracy 

respectively. 

        Azzag, Zeroual and Ladjailia (2022) presented CNN 

technique with the aim of achieving good result for human action 

recognition from real time videos. The model was based on static 

camera and frame by frame classification. The CNN model 
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architecture was used for training and classification using 

publicly available Weizmann dataset consisting of 10 classes of 

activities. The proposed method gave 84.44% accuracy value. 

The authors identified further research areas on having systems 

that can work with movement cameras, recognize and/or predict 

next movement of a person, and detect object and movement at 

the same time.  

        Ding, Abdel-Basset and Mohamed (2023) introduced HAR-

DeepConvLG, a hybrid deep learning model for recognizing 

activities and solving HAR challenges in IoT applications. To 

improve classification accuracy while classifying human 

activities, the model included three convolutional layers and the 

addition of a squeezing and excitation block (SE) that learned and 

extracted spatial representation features from the input sensor 

data. A fusion of three parallel routes which were outputs from 

the convolution layer were fed into the LSTM, and GRU layer 

was used to extract temporal representation features. The 

performance of the proposed model was assessed through four 

commonly used HAR datasets and compared to other existing DL 

models. The experiment revealed that the HAR-DeepConvLG 

outperformed the other existing models with accuracy values of 

97.52%, 98.48%, 97.85%, and 98.55% on the UCI-HAR, 

WISDM, PAMP2, and University of Southern California Human 

Activity Dataset (USC-HAD) datasets, respectively. Further 

study into the development of an online deep learning model and 

usage of large amount of multi-variant data was recommended. 

Bi et al. (2023) discovered the issue of annotation, especially in 

real-world activity as a challenge to HAR tasks as it is time-

consuming and requires specific knowledge and skills. 

Therefore, the authors attempted to address this issue by 

proposing a framework that integrates active learning and semi-

supervised learning to extract the most useful information from 

samples for annotation and also take advantage of information 

from unlabeled instances. This was done in other to achieve a 

reduction in annotation cost and reduce issues related to 

insufficient labelled data. The proposed model was evaluated on 

three benchmark datasets; PAMAP2, USCHAD and UCIHAR 

and achieved F1 values of 0.76,0.45 and 0.91 respectively.  

        Vrskova et al. (2023) proposed a three-dimensional neural 

network (3DCNN) model with convolutional long short-term 

memory (ConvLSTM) layers to recognize human activity 

recognition from videos. The authors conducted experiment on 

three datasets; LoDVP Abnormal Activities dataset (Vrskova et 

al., 2022) comprising eleven classes, UCF50 dataset which 

contains  50 action categories and MOD20 dataset (Perera et al., 

2020) which has 20 classes. Confusion matrix, recall, precision, 

accuracy and F1 score values were used to validate the 

performance of the model. The LoDVP, MOD20 and UCF20 

attained precision rates of 89.12%, 83.89% and 87.76% 

respectively while recall values were 87.69%, 81.09% and 

88.63% respectively and F1 scores were 89.32%, 81.57% and 

87.84% respectively. The overall accuracy for UCF50 was 

87.78% while LoDVP and MOD20 datasets achieved 93.41% 

and 78.21% respectively. The overall results demonstrate the 

success rate of utilizing the proposed neural network to classify 

abnormal human behaviour in public places from videos. 

However, the authors recommend enhancing the performance of 

the model by incorporating more sensor data and investigating 

other related tasks.  

        Raj and Kos (2023) classified human activities into three 

types based on the position of the human body; static, dynamic, 

and postural conditions. Standing, sleeping, and sitting were 

grouped as static activities because the human bodies remain 

steady during data collection, Running and walking were classed 

as dynamic activities, because human bodies do not remain 

steady during data acquisition, the postural transition activities 

are in between the static and dynamic. The authors demonstrated 

the ability of DL to improve activity recognition by presenting a 

2D-CNN model for HAR using the WISDM dataset which 

achieved overall accuracy of 97.2%.  

        In a similar study, Garcia-Gonzalez et al. (2023) explored 

the CNN+LSTM model for HAR on real-life activities, gathering 

four categories of activities (inactive, active, walking, and 

driving) with the use of smartphone sensors and achieved an 

accuracy of 94.80%. The authors suggested further research to 

determine the best models for real-life datasets. 

        Dhiravidachelvi et al. (2023) designed an Intelligent Hyper 

parameter Tuned Deep Learning-based HAR (IHPTDL-HAR) 

which incorporates a deep learning based DBN model for 

recognizing human actions in the healthcare environment. The 

authors applied a DL-based DBN to recognize users’ activities, 

Hierarchical Clustering (HC) for outlier detection and the Harris 

Hawks Optimization (HHO) algorithm was used for hyper 

parameter tuning. The experimental analysis was carried out on 

a localized dataset consisting of seven classes; FLD (Falling, 

lying down), LDSD (Lying down, sitting down), LOAF (Lying, 

on all fours), LS (Lying, sitting), SUFLSUFS (Standing up from 

lying, standing up from sitting), SUFSSUFSOG (Standing up 

from sitting, standing up from sitting on the ground) and FSD 

(Falling, sitting down). An accuracy value of 98.53% was 

reported when training and testing data split in a ratio 80:20. The 

authors suggested future study on implementing the proposed 

model in real-time smart hospital health care. 

        In order to recognize daily behaviour in the home 

environment, Li et al. (2023) proposed  HAR algorithm based on 

wide time-domain convolutional neural network and multi-

environment sensor  (HAR_WCNN). Experiment was performed 

using the  CASAS dataset by  Cook et al. (2012) which contained 

information from daily activities from five families; Cairo, 

Milan,  Kyoto7, Kyoto8 and Kyoto11. The study reported 

accuracies of 91.99%, 95.35%, 86.68%, 97.08% and 90.27% 

respectively demonstrating the model’s excellent performance in 

identifying and classifying behaviour. 

        According to Harahap et al. (2023), using a pre-trained deep 

learning model for HAR eliminated the difficulties of developing 

a deep learning algorithm from scratch. Emphasis was laid on 

conducting more research to determine the advantages of the pre-

trained deep learning model. The proposed pre-trained VGG16 

model was used for the classification of two types of human 

activities; sitting and running, which were referred to as static and 

dynamic activities. A public dataset consisting of 1680 images 

and local dataset containing 100 images were used for the 

experiment. The focus was to achieve high accuracy in 

classifying human activities from data recorded by camera. The 

experiment yielded accuracy rates of 98.8% and 97% on public 

and local datasets respectively.  

        Surek et al. (2023) utilized a deep learning model consisting 

of ResNet and a hybrid 2D-Vision transformer architecture (ViT) 

with LSTM for HAR on RGB videos. The ViT splits the input 

images into patches which were fed into a transformer as 

sequence of patches. The proposed approach was applied on 

publicly available HMDB51 dataset using accuracy as 
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performance evaluation measure. The study result showed 96.7% 

accuracy on ResNet model while the ViT architecture reported 

low accuracy value of 41.0%. However, for improved 

performance the authors suggested the use of ensemble models 

on more complicated datasets.  

        Salunke et al. (2023) developed a system for recognizing 

human activities and detect threats in a military restricted area, a 

web-based google teachable machine platform was used to train 

the model and classify activities. Dataset used for the experiment 

was obtained from live web camera, the system was also 

designed to give an alert if suspicious activities were found 

within restricted areas. Authors did not clearly state the number 

of classes of activities considered to be legal or illegal. It was 

concluded that the proposed method achieved better results than 

other activity detection methods although performance 

evaluation metrics used and accuracy achieved from the model 

were not clearly stated and further improvement on accuracy 

value of activity recognition was recommended. Similarly, 

Kolawole, Irhebhude and Odion (2025) used Histogram of 

Oriented Gradient (HOG) and Region feature descriptors 

(HOGReG) to recognize 15 different actions in a military 

obstacle crossing competition and achieved 86.4% recognition 

accuracy. The authors further recommended use of a more robust 

feature extraction technique, and the introduction of a deep 

learning model to further improve the accuracy.  

        Studies reviewed showed that traditional and deep learning 

techniques were adopted for the prediction of human action in 

and outside military environments. Tradition methods used 

feature techniques like HOG, region among others, while deep 

learning techniques adopted methods like LSTM, VGG16 and 

others. Although, the studies by Salunke et al. (2023) and 

Kolawole, Irhebhude and Odion (2025)  were conducted in a 

military environment, there is room for improvement in terms of 

accuracy and inclusion of multiple human actions in specific 

domain. This research builds on the efforts made in Kolawole, 

Irhebhude and Odion (2025), by introducing a hybrid model that 

uses VGG16 to extract features with MLP classifier for the 

recognition of human actions in an obstacle crossing exercises. 

Proposed Methodology: 

        The developed model used VGG16 pre-trained model as 

feature extraction to handle classification tasks and predict output 

for the different human actions in obstacle crossing competition 

in a military environment. The proposed technique involves 

several steps to extract features from images of cadets performing 

different obstacle crossing actions. The video samples were 

framed into images and used as input for the experiment; 

segmentation was done using image segmenter app in MATLAB. 

Several features were extracted from the images before 

classification and final recognition of various actions.  

The pseudocode explaining the proposed model for human action 

recognition in obstacle crossing competition is described as 

follows; 

Step 1:  Capture videos of the military obstacle 

crossing competition. 

Step 2:  Extract frames from the video samples. 

Step 3:  Select frames containing action of interest. 

Step 4:  Segment the selected frame into foreground and 

background 

Step 5:  Select the masked images of the segmented foreground      

actions 

Step 6:  Modify the VGG16 transfer learning model and extract 

features from the maxpooling layer. 

Step 7:  Label the selected features 

Step 8:  Use the extracted features as input for MLP classifier. 

Step 9:  Evaluate the performance of the experiment. 

Figure 2 shows the step-by-step flowchart of the experimental 

process, beginning with video input of obstacle-crossing 

activities dataset, followed by framing them into images, 

segmentation and feature extraction process for easier 

classification by the MLP classifier and finally recognition of 

different classes of actions. 

 

Figure 2: Flowchart of Experimental Pipelin

For this research, the proposed methodology as shown in Figure 

3 consists of different procedures to ensure an efficient 

description of human actions.

 

Figure 3: Proposed Methodology 
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Dataset: 

        The dataset utilized in this study is the one used by 

Kolawole, Irhebhude and Odion (2025) for action recognition in 

a military obstacle crossing competition.  The captured videos 

were recorded with the use of Mavic 2 Enterprise drone, with 

24GB memory storage onboard as reported. The dataset consists 

of 300 video files of cadets performing different activities that 

take place during obstacle crossing. The video samples are of 

dimension 1280×1720-pixel, frame rate of 30 frames per second 

(fps) and video length between 180 to 240 seconds. The video 

samples were resized from 1280×1720 to 448×252 due to the 

large video dimension while maintaining aspect ratio, this was 

achieved by framing the samples with video framing algorithm 

run on matrix laboratory software MATLAB R2023a. The 

resizing was necessary because of the limited computing 

resources and for easy framing. The collected dataset were 15 

different activities namely; clear jump, barbed wire crawling, 6/ft 

wall climbing, scrabble net, hand or monkey bridge crossing, 

Tarzan rope, 9/7ft ditch, tunnel, Niger bridge, balancing, rough 

and tumbling, high wall with ladder, high wall tyre ladder 

minefield and horizontal and vertical wall. Each activity class 

contains 500 images totaling 7500 images used for the 

experiment. 

Input Image/Segmentation: 

        Segmentation was carried out as reported in Kolawole, 

Irhebhude and Odion (2025). Some selected samples of input 

images from all the classes of activities with the actions 

performed are shown in Figure 4. The segmentation resulted in 

masked and black/white images. The masked images as shown in 

Figure 4 with their labelled classes of activities were used as 

input for further processing. 

 

 

  

Figure 2: Sample Images from classes of Obstacle crossing activities 

Figure 4 shows samples of segmented masked images of cadets 

performing the fifteen different classes of activities with their 

corresponding actions. The actions taken during the obstacle 

crossing activity for each class is described in Table 1 as reported 

by Kolawole, Irhebhude and Odion (2025).

 

Table 1: Obstacle Crossing Activities and Actions 

Serial  Name of Obstacle Actions Taken  

(a)  6/ft wall Kick, hold and lie flat on the wall before dropping off 

(b)  Barbed wire Crawling with toes and elbow under the barbed wire. 

(c)  Beam Balance Mount log with two hands open horizontally  

(d)  Clear jump  Jumping over the bar without body contact  

(e)  Ditch Jump over the ditch 

(f)  Mine field  Tip toe through empty tyres  

(g)  Monkey bridge Jump and grab the bars  

(h)  High wall tyre ladder  Climb tyre ramp and jump down on both legs 

(i)  High wall with ladder Using the vertical rope to get up the tower and rappel down 

(j)  Niger Bridge Cross in chain like formation  

(k)  Scrabble net  Climbing up the scrabble net with hands on the vertical part and legs on horizontal part 

(l)  Tarzan rope Holding rope firmly, swing across, jump and land  

(m)  Tunnel  Crawl inside the tunnel using skills applied in barbed wire 

(n)  Rough & tumbling Firmly climb tyre ramp till the other side 

(o)  Horizontal and vertical rope  

Mount the vertical rope with aid of legs, hold horizontal rope with both hands and legs 

moving to the end of horizontal rope, hold firm the vertical rope  and drop down on 

both legs 
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Feature Extraction: 

        The CNN model is useful in extracting complex information 

from input images and effective in image classification (Jnagal, 

2018). The proposed methodology employed the use of VGG16 

model to extract deep-learned features automatically. The 

segmented foreground mask which served as the input image was 

presented to the VGG16 pre-trained model. The VGG16 features 

were extracted at the max pooling layer before the fully 

connected layer yields a feature length of 4096.  

In this study, the processed input image of size 224 × 224 was 

labelled according to different actions giving a vector of 15 

classes as shown in equation 2. 

𝑦 = [

𝑦0

𝑦1

⋮
𝑦14

]                                   (2) 

where Ys are the class labels. 

Classification: 

        The MLP classifier was used for the classification. It maps 

the input data sets to a set of given output. The already 

preprocessed data from the previous blocks would be trained on 

the MLP network. MLP classifier achieved a good recognition 

accuracy of 95.19% in Guha et al. (2021) on multiple extracted 

features. According to Dutta (2024), the characteristics of the 

versatility and capability of the MLP classifier to distinguish 

between multiple classes of activities make it a wide choice for 

the classification task. Different parameters can be used like 

hidden layer size, activation function, number of epochs, and 

algorithm for weight optimization node.  

        In this study, the default hyper parameters values were used 

as shown in Table 2. These parameters achieved a satisfactory 

result without additional tuning.

 

Table 2: Selected Hyperparameter 

Hyper parameter  Name 

Preset  Wide Neural Network 

Number of fully connected layer 1 

First layer size  100 

Activation  ReLU 

Iteration Limit 100 

Regularization strength (Lambda) 0 

Standardized data  Yes 

The performance of the algorithm was measured using accuracy, 

confusion matrix and Receiver Operating Characteristic (ROC) 

curve.  

Performance Evaluation metrics: 

        For easy view and evaluation of the performance of the 

experiment conducted, the following metrics were used to study 

the training; accuracy, confusion matrix, receiver operating 

characteristics area curve (ROC), true positive rate, false positive 

rate, positive predictive rate and false discovery rate were used 

because of their evaluation efficiency (Irhebhude, Kolawole, & 

Abdullahi, 2021; Irhebhude, Kolawole, & Goma, 2021). 

2. RESULTS AND DISCUSSION 

        The proposed methodology used VGG16 feature descriptors 

with 70% of the dataset was used for training while 30% was used 

for testing.  

        A total of 4096 features extracted gave an accuracy of 90% 

and a training time of 31.9755secs.  The results are shown in the 

confusion matrix and ROC curve in Figures 5-8.

 

Figure 5: Confusion Matrix with Number of Observation using VGG16 Descriptor 
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        The confusion matrix in Figure 5 shows the number of 

observations for each class of actions, class 14 recorded the 

highest number of correct prediction (149) followed by classes 2 

and 13 which stood at 148 and 147 respectively. Other classes 

had varying number of correct predictions and some few wrongly 

predicted instances. Class 9 had the least number of correct 

observations with high number of actions placed in the wrong 

classes. The overall performance of the matrix shows how well 

the classifier understood the distinction between the different 

classes of actions and it is clear that the VGG16 has better 

performance in handling actions in minefield, barbed wire and 

high wall activities (these actions include; tiptoeing, crawling, 

climbing and jumping) compared to other classes as a result of 

the similar action movement in these classes. Further 

experiments on TPR and FNR are reported in Figure 6.

Figure 6: Confusion Matrix showing TPR/FNR using VGG16 Descriptor 

Figure 6 shows the confusion matrix of TPR and FNR rates for 

different classes of human actions recognized after running the 

experiment. With a TPR value of 99.3% as seen in Figure 6, class 

14 recorded the highest percentage of true positive classification 

which is in line with the number of observations reported from 

Figure 5. The highest percentage of incorrect prediction was 

recorded by class 9 with a FNR value of 23.3% which shows a 

high rate of misclassification spread across other actions. The 

PPV and FDR are also reported in Figure 7.

 

 

Figure 7: Confusion Matrix of PPV/FDR using VGG16 Descriptor 

 

        In Figure 7, class 2 had the highest true positive samples 

predicted with a 98.0% PPV while class 15 (horizontal & vertical 

rope activity) which involved holding on a rope and leg 

movement action. had the highest percentage of wrong prediction 

with an FDR value of 23.6% as shown in Figure 7 This shows 

that the pattern and shape movement while performing the action 

made it difficult for the classifier to identify these activities 

leading to the high misclassification in that class.
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Figure 8: ROC Curve for VGG16 Descriptor 

\

        The ROC curve shown in Figure 8 gives further insight into 

the performance of the model. It is observed that most of the 

curves from the different classes are tilted closer to the top left 

corner which indicates a good-performing model that has the 

ability to distinguish between the different classes. Similar to 

other results reported in the confusion matrices, class 14 with 

AUC of 0.9988 shows a very high classification ability of the 

model to predict this class. 

        The obtained results show a similarity in recognition ability. 

The following classes of actions had good prediction using this 

model; class 2 (barbed wire activity) which involved crawling 

action and elbow movement on the ground, class 7 (9/7ft ditch 

activity) which involved jumping action, class 13 (high wall tyre 

activity) which involved climbing and jumping action and class 

14 (minefield activity) which involved tiptoeing action. 

        The results also showed that the model had few 

misclassifications amongst the different classes of actions. The 

following classes reported various rates of incorrect predictions 

in a similar pattern across all the results presented; class 3 (6/ft & 

10ft wall activity) which involved kicking and lying action 

against the wall, class 9 (Niger bridge activity) involving crossing 

over while holding hands in groups, class 11 (rough & tumble 

activity) involve jumping action, class 12 (high wall ladder 

activity) which involved climbing a rope and sliding down, and 

class 15 (horizontal & vertical rope activity) which involved 

holding on a rope and leg movement action. The misclassification 

rate is a result of shape and pattern movement in performing such 

actions and also similarities in patterns of actions performed 

across the different classes.  

        The study concludes that the VGG16 model performed well 

in activities involving multiple actions especially in crawling 

with elbow movement, jumping and tiptoeing. However, kicking, 

lying, jumping, climbing, holding and sliding were difficult to 

correctly identify as a result of similarity in inter-class group, 

especially with the jump action.  

        The evaluation results presented from the experiment 

conducted using VGG16 as the proposed approach model 

attained an overall accuracy of 90.1% with a training time of 

104.91seconds with a good classification ability in recognizing 

actions in classes 13 and 14. This performance shows the high 

positive impact of employing deep learning model in extracting 

features for obstacle crossing activities recognition.  

Performance Comparison Against a State-of-the-Art Model: 

        The performance of the proposed feature technique of 

VGG16 model and neural network classifier were compared with 

the approach used in Kolawole, Irhebhude and Odion (2025) 

using the same dataset.

Table 3: Performance Comparison Against State-of-the-art Model 

Author Method Accuracy (%) 
Training 

time (secs) 
Precision Recall 

Kolawole, 

Irhebhude and 

Odion (2025) 

HOGReG 86.4 31.975 80.1 86.6 

Proposed 

model 
VGG16 90 104.91 90.1 90.2 

As shown in Table 3, despite having a high training time of 

104.91secs, the proposed model still recorded better performance 

in accuracy with 3.6% increase. Similarly, the precision and 

recall values showed 10% and 3.6% increase respectively which 

shows that the proposed technique has a greater advantage in 

recognizing human actions in obstacle crossing.

CONCLUSION 

        In conclusion, this study used a VGG16 deep learned 

features with a neural network classifier to classify human action 

in a military obstacle-crossing competition. The VGG16 

extracted features was computed at the max pooling layer of the 

pre-trained model. The neural network classifier helped in 

classifying the actions into 15 different classes of activities. The 

model achieved an improved overall accuracy of 90%, with 

training time of 104.91secs. This study will be relevant in real-

time monitoring and analysis of activities in obstacle-crossing 

exercise in military environment, it will further eliminate slow 

process of assessing these activities. 

        For future work, a more robust hybrid technique is further 

recommended to improve the accuracy obtained and use of 

dimensionality reduction algorithm to speed up the computation 

training time. 
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