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Abstract: 
This paper focuses on designing and implementing a system for recently emerging video transmission by 

wireless networks parameters. Such parameters are considering packet loss rate, bandwidth and delay, as 
well as the quality of server (QoS), which eventually contributed to the user's the quality of experience (QoE). 
The signals of the captured video by cameras send to the server-host then to be displayed and broadcasted to 
the client-host. This system overcomes the several problems as: delay, packet loss rate and bandwidth by 
resources and destinations through controlling the permissions and broadcasting, as well as to the monitoring 
the configuration of the system during broadcasting. The advantage of this system is to improve application 
software to be used in a friendly use with as maximum as possible of flexibility and full optional controlling to 
get complete features of the video broadcasting systems. The system controls the problems of delay, loss rate 
and bandwidth between source and destination, through controlling the permissions, broadcasting and 
monitoring when configuration of the system during broadcasting. The synchronization between two sides of 
the wireless network was achieved when incoming signals from the cameras to the server-side and 
broadcasting these signals to the client-side. Eventually this system enables the administrator to monitor the 
dataflow from server-side to client-side and apply compressing with many compression techniques on the 
incoming and broadcasted signals. 

  
Keywords: Video Broadcasting, Client/Server, Quality of Service, Compression Techniques, Quality of Experience 
and wireless network. 
 
I.  INTRODUCTION 

he increasing used for video transmission 
applications has generated a great deal of 

interest in demand of end users for higher quality 
videos. is an example forVideo files  contain a 
mixture of everything such as: text, graphics, 

 metadata  It is audio, images,  and, animation data.
finding today used in many applications such as 
surveillance, video phones, video conferencing, 
video streaming, entertainment, distance learning, 
tele-medical applications, sports, security, 
education programs and video on demand 
(Kalaivani R. & Manicha C., 2013). The use of 
QoE requirements for users with wireless 
environments has been earning interest. The main 
cause to be success of the new multimedia 
applications is QoE or the perceived quality of 
streamed videos. The user’s perception of service 
quality is the prime criterion for quality evaluation 
of multimedia applications (Asiya K. et al., 2010). 
 
 
 

II. RELATED WORK 

In order the proposed system depended in this 
paper to the related works, which are: 

In 2002, Servetto et al. (2002), proposed a new 
architecture for a video multicast system, they 
presented the design of the different components 
of this system, and showed results obtained in a 
real implementation. Their feeds consisted of 
video encoded. Decoding was performed on Linux 
PCs, and the quality of their reconstructed signals 
degraded gracefully with the speed of the CPU on 
which the receiver runs. 

In 2009, Hinds (2009), designed and 
implemented a video conference system over the 
hybrid type peer-to-peer networks. The proposed 
system has hybrid type Peer to Peer networks 
based client/server, where client/server was used 
for interchange of account management, the real 
time video conference was used to client list and 
situation information and Peer to Peer. The traffic 
of server side needs to reduce it, and reduce the 
load of a network because the multimedia data 
was decentralized by hybrid peer-to-peer networks 
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to client side. Also, through high speed networks 
the proposed system was implemented and 
checked by the multi-party video conference 
system using application software and 
communication protocol. 

Khan et al. (2009), presented the content-based 
video quality prediction for MPEG4 video 
streaming over wireless networks. The video is 
transmitted over mobile/wireless networks, there 
are many parameters that affect video quality but 
their conjoint effect is not well identified and 
understood. The content of video has an impact on 
quality of video under same network conditions. 
The work help in the development of a reference-
free video prediction pattern and QoS control 
methods for video over wireless/mobile networks. 

In 2011, Hidayat & Wilson (2011), provide a 
basic concept Impact of ad hoc network 
parameters and conditions on video conferencing 
quality. The ad hoc wireless Network has limited 
bandwidth and suffers from errors caused by 
highly mobile nodes as well as the absence of a 
dedicated routing device. The video conferencing 
applications need to observe the effect of various 
ad hoc wireless network parameters and 
conditions on the quality of video. They have to 
demonstrate that bandwidth, congestion and video 
rate significantly affect the video quality of video 
conferencing sessions on ad hoc wireless 
networks. 

Halkawt R. (2013), the designed and 
implemented of a proposed system for 
broadcasting video-signals from multi-sources to 
multi-destinations using fundamentals of 
clients/server host and clustering. The system 
achieved the improved application software to be 
used friendly with flexibility and optional 
controlling to get complete features of the video 
broadcasting systems. The administrator to 
observe the dataflow from server-side to clients-
side and using compressing with many 
compression techniques on the incoming from 
server-host for broadcasted signals. Also, the 
server-side is responsible on supervision full 
operation transmission video broadcasting and 
using network local area networks (LAN). 

In 2014, Bruzgiene et al. (2014), provided 
impact of video streaming on quality of 
experience over 802.11n dual band networks with 
experimental evaluation. Can be  access even 
video broadcasting services, however, video 

streaming over wireless networks is especially 
difficult due to the factors, influencing the 
wireless communication process: the signal force, 
the interference from other wireless links. It is 
necessary to analyze the parameters of video 
streaming over 802.11 wireless networks, 
evaluating the influence of different frequency 
bands on the characteristics of video quality of 
experience: mean opinion score, peak signal to 
noise ratio and others. 

Ibrahim M. (2014) presented a proposed 
system modified video broadcasting. The thesis 
was built depending on the provided multilevel 
client/server principles with peer-to-peer 
technology for video broadcasting system. The 
system included multi-sources connected with IP-
cameras via main-server to destinations/sources 
CSs which work as middle-level, to clients as final 
destination-level. 

In conclusion, the proposed system of the 
current paper provides all the facilities stated in 
the previous works that can be considered as an 
aggregate system of all the previous works. 
Hence, this system has source and destination, 
receives signals from server and broadcast this 
signals to client and transmission video 
conference by using parameters for wireless 
networks. Also, many other flexible options are 
provided with proposed system in order to be 
more efficient and powerful. 

 
III. VIDEO BROADCASTING 

To systematic as a sequence or images of 
frames that are sent to the subscriber and 
displayed at a constant frame rate is video 
streaming the video content. The video ingredient 
is coupled with a multi-channel audio that is also 
structured as a series of audio frames which is 
included in the video content. While there are 
different transmission and buffering rate from the 
network and the client station video player 
streaming real-time video. The video content 
might be characterized by many parameters 
including pixel color depth, video format, coding 
scheme and frame inter arrival rate (Gill et al., 
2011). Dissemination video of real-time has loss 
rate, delay, and bandwidth : (Waqas D., 2010)
 Rate: Packet loss rate can probably make the 

presentation annoying to human eyes, or, in some 
 cases, make the presentation impossible. Many 
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different type of loss might be happened. To 
achieve adequate visual quality, the packet loss 
ratio is required to be kept below a threshold. 
Although, real time video has a loss requirement, 
the current internet does not give any loss 
assurance. In particular, the packet loss ratio could 
be very high during network congestion, leading 
to critical degradation of video quality (Waqas D., 
2010). 
 Delay: To understand delay, the server sends 
data to client, and goes into a state where it listens 
to Acknowledgment (ACK) receipt of data from 

After this operation the current time on client. 
server computer is going to be considering Time1. 
Client receives server data and sends an ACK to 
sever. Server receives ACK and gets current time, 
which is Time 2. Time delay is assumed to be: 
(Time 2 - Time 1)/2 (Halkawt R., 2013). This is 
usually not subject to stringent delay restraints; 
real-time video needs a bounded end-to-end delay. 
That is, every video packet must arrive at the 
destination in time to be decoded and displayed. 
Because real-time video must be played out in a 
timely fashion, if the video packet does not arrive 
on time, then it is useless and can be considered 
lost, because its time slot for being played has 
been passed. Although, real-time video requires 
timely delivery, the current internet does not offer 
such a delay guarantee. In particular, the 
congestion in the internet could provoke an 
excessive delay, which exceeds the delay 
requirement of real-time video (Waqas D., 2010). 
 Bandwidth: To realize quality of presentation, 
sending of real-time video con-tents demand a 
minimum bandwidth. The congestion occurs when 
the sender disseminates multimedia contents faster 

wthan the available bandwidth, hich cause a drop 
in video quality and ultimately induced a packet 
loss.   On the other hand, the available bandwidth 
then receives produces sub-optimal video quality 
if sender transmits slower than that. Moreover, 
traditional routers typically do not actively 
participate in congestion control, a congestion 

 collapse can cause from immoderate traffic, which 
can further degrade the throughput of real-time 

 video (Waqas D., 2010).
 
 
 
 
 

IV. CLIENT/SERVER 

Although, client/server is still developing as a 
form of computing, there are some essential 
concepts. The client/server is presenting feature a 
single logical picture to the user, because it 
contains cooperative processing capabilities that 
physically split the processing performed by the 
client from that performed by the server. They 
must have processing capabilities and make 
requests to servers therefore client work-stations 
need to be intelligent. A set of special tasks for 
any other device requesting their services doing 
that the servers perform. The work-stations and 
servers connect together by networks. To form the 
client/server architecture ties the components 
together by software applications (Guynes & 
Windsor, 2011). A client is any process that 
request exact services from server process. The 
client is known as the interface application, 
usually the end user react with the client process. 
The server is any process that request exact 
services to the client and also supports multiple 
and synchronize with the client request. The 
server is known as interface application, usually 
that server process provides the base services for 
the client process (Subhash, 2009). Fig1 shows the 
client/server single. 

 
Fig.1: The Client/Server Single (Bruzgiene et al., 
2014). 
 
V. VIDEO COMPRESSION 

The compression is a reversible transformation 
of data to a format that demand fewer bits, that the 
data can be stored or transmitted more efficiently. 
The  data size in compressed shape (C) close to 
the original size (O) the ratio of compression is 
(R=C/O). The opposite of this operation, 
decompression, achieve an origin replica from the 
original data then the compression is lossless. 
Lossy compression, used on image data, the 
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original image does not allow reproduction of an 
exact replica from it, but has a higher compression 
ratio. Then lossy compression allows only an 
approach of the original to be created. For image 
compression, the fidelity of the approximation 
decreases as the compression ratio increases. The 
success of data compression depends on the data 
itself and some data types are inherently more 
compressible   than others. Usually most 
compression algorithms exploit this property and 
some elements within the data are more common 
than others, known as repetition. The more 
successful the compression of the data is possible 
to be, greater the redundancy within the data. 
Fortunately, digital video contains a great deal of 
redundancy and thus is very suitable for 
compression. The compresses data are often know 
as an encoder or coder, while device that a 
decoder is known as decompresses data. A device 
is known as a codec that acts as both a coder and 
decoder (Biswas, 2008). 

 
VI. Proposed System Components 

The system is organized with two hardware-
sides (server and client). The server-side consists 
of one host with N-cameras the client-side has one 
host. The server-host connected with three 
cameras, with acceptable resolution degree. The 
first camera is webcam of laptop live video, other 
cameras joined with server by USB cables. The 
server-host function is controlling for all operation 
system, in order to start IP numbering with server-
host for connected to the client-host. Ordinarily, 
the client-host must have facilities and robustness 
of the treating with video signals. However, it is 
important that server-host has facilities higher 
than client-host, and then connected by wireless 
network. Fig2 illustrate organization of the 
proposed system: 

 
Fig.2: Organization Structure of the Proposed System. 

 
VII. Designing of The Proposed System 

 
The proposed system is designed to get a 

successful broadcasting video-conference 
transmission by wireless network parameters to be 
achieved in efficiency and robustness way. This is 
useful to provide service of the sending/receiving 
video signals. The general structure of the 
proposed system consists of seven stages: 

detecting connected initializing server host (ISH), 
cameras (DCC), initializing connected client-host 
(ICCH), detecting connected client-host (DCCH), 
start broadcasting (SB), controlling-option (CO), 

 Fig3 shows the and system interface map (SIM).
main stages of the general structure for the 
proposed system: 

 
Fig.3: Main Stages of the Proposed System. 
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Initializing server host is first stage of the 

proposed system, which is responsible for function 
the server-host and it is lead each of cameras and 
client side. When the ISH-stage is complete the 
second stage is started detect the connected 
cameras host. The ICCH-stage is responsible for 
initialize to connect with client-side, then to ready 
for receiving video signals that incoming from 
server-side. The client-host job is only to display 
the received signal therefor the software tools is 
used in the client-side similar to the server-host, 
but without compression techniques because there 
is no need for compressing techniques. After 
client initialization stage is complete, the server 
starts to detect the connected client-host. The SB-
stage will be started of the viewer to the client, 
when the DCCH-stage is correct completion. This 
stage is described the controlling option from the 
server-side related with the broadcasting signals 

 sent to the client-side in the viewer-window.
Server software automatically detects information 

 about the wireless network of the system. The 
administrator can be monitoring the CO-stage by 
selecting CO-button which it will appear on the 
displayed viewer-window for detected camera. 
The finally stage of the general structure is SIM-
stage provides the capability of the interfacing 
between server and client side. Start server 
broadcasts video signals of any detected camera 
for detected client, the interface map will path by 
connecting between them with a line on the 
interfacing map as an indicator to starting of 
broadcasting signal. 

 
VIII. Implementation of The Proposed System 

The main focus on server-client 
communication provide socket listen on a signal 
port for client. Initial connect is by the 
combination of two sides through IP-port pair then 
ability to broadcasting video signals form server-
side to the client-side. The compression 
techniques used to reduce the size of video signals 
in the hard disk or broadcasting video signals to 
exploit the network bandwidth. The server 
processor has ability to know the size of data 
when operation sent and received. As well it will 
need a connection map to responsible for 
communication and sending/receiving data of the 
video signals. The transmission control protocol 

and the internet protocol (TCP/IP) are defining as 
protocol set because it contains many various 
protocols and therefore many various ways for 
computers to connect between them. A TCP/IP 
socket protocol considers endpoint 
communication of the specific connection. It is 
defines by IP protocol and a port which is a 
particular TCP connection or the listening state. A 
TCP connection is actually identified by the tuple: 
(source_address, destination_address, source_port, 
destination_port). The wireless communication 
synchronous to a provide service endpoint. This is 
because connect is specific from both of its local 
and remote endpoints, allowing traffic to be routed 
to a service. The TCP server depends on the 
window's sockets, to easier work. The server 
agrees client communications and can send and 
receive data. The server spawns a listen for client 
and it can accept as connections. This GUI-form 
consist of viewer window with options facilities 
for system controlling. When the initialization 
operation is completed, the server will display a 
GUI-form to support the administrator to control 
the incoming/outgoing video signals with high 
facilities, firm technique and useful manner. Fig4 
Shows GUI-form of server-host: 

 

 

Fig.4: GUI-form of Server-Host. 
 

The client-host can be receiving video signals 
that incoming from server-host. The client-host 
job is only to display the received signal. 
Therefore, the software tool is used in the client-
side similar to the server-host, but without 
compression techniques because there is no need 
for compressing techniques. The GUI-form for 
client-host consists of window that has camera 
light as an indicator with three-color options: Red, 
Yellow and Green. The client-side can receive 
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video signals and display on viewer, then send 
acknowledgment to the server-side and it can 
compute result the data from create result table. 
Fig5 shows the display GUI-form for client-host 
system: 

 

 

Fig.5: Display GUI for Client-Host System. 
 
IX. Results of The Proposed System 

The administrator can calculate and observe 
the dataflow rate, then choose one camera that 
sending to client-host. The data of video signals 
flow from server-host to client-host through (10 
second) with different resolutions and with full 
quality. Fig6 illustrate data flow. The data 
received of video signals at client-host through (10 
Second) with different resolutions and with full 
quality as shown in fig 7. Table1 describes data 
sending without compression techniques. While 
Table2 reporting data receiving with full quality 
and without compression. 
 

Table1: Data Sending with Full Quality and without 
Compression. 

 

Table2: Data Receiving with Full Quality and without 
Compression. 

 
 

 
Fig.6: Data Flow of video signals from server-host to 
client-host and with full quality. 

 

 
Fig.7: Received Data of video signals at client-host and 
with full quality. 

 
The result of the dataflow for broadcasting 

video signals from server-side to client-side using 
compression techniques and full quality are 
mentioned in table 3: JPG compression, DivX 
6.8.5, Cinepak by radius, MPEG compressor, 
Microsoft RLE video codec and full quality 
without compression through (10 seconds), with 
default resolution (640x480). Fig8 describes all 
specifics for compression techniques by suitable 
curves. Table4 compression ratio for dataflow 
(JPG codec, DivX 6.8.5 codec, Cinepak codec by 
Radius, MPEG compressor and Microsoft RLE) 
with default resolution (640x480 pixels) through 
10 seconds. Fig9 illustrates all specifics for 
compression techniques by suitable curves by 
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compression ratio of the broadcasting video 
signals for (JPG codec, DivX 6.8.5 codec, 
Cinepak codec by Radius, MPEG compressor and 
Microsoft RLE) with default resolution (640x480 
pixels) through 10 seconds. 

 
Table3: Dataflow for Compression Techniques with 
Full Quality.  

 
 

 
Fig. 8: Dataflow of broadcasting video signal of 
Original, JPG, DivX 6.8.5, Cinepak by Radius, MPEG 
Compressor and Microsoft RLE video codec. 

 

Table 4: Compression Ratio for Dataflow.  

 

 

Fig.9: Compression Ratio of the Dataflow (JPG codec, 
DivX 6.8.5 codec, Cinepak codec by Radius, MPEG 
compressor and Microsoft RLE) 

 

X. Discussion 
 

In this paper, the proposed system provides 
facilities stated in the previous works that can be 
as an aggregate system to have source and 
destination by wireless network. Also, receiving 
the incoming video signals from the source and 
broadcasting them to the destination, using 
compression techniques, sending added texts, 
controlling and monitoring the system 
immediately. This system can send a dataflow rate 
of (3130 KB/Sec.) and receive a data rate of (2976 
KB/Sec.) with normal frame rate, a loss ratio with 
data sending and data receiving of (4.95 %) and 
video compression of (305 KB/Sec). There is no 
such previous work exactly. So, in order to make a 
comparison between the results depended in this 
work and those of the previous works, there are 
several works as follows: 
1. In (Servetto et al., 2002), resource and 
destination used with a real implementation. The 
capacity of video encoded at about 366 KB/sec. 
2. In (Halkawt R., 2013), the dataflow of 
broadcasting signal of one-camera to one-client. 
The system can send a dataflow rate of (1997 
KB/Sec.)    
3. In (Ibrahim M., 2014), included multi-
sources connected with IP-cameras to 
destinations/sources CSs. The system sends a 
dataflow rate of (1214 KB/Sec.). 
 
XI. Conclusion 

The most important of conclusion from an 
efficient system has shown the ability of 
connecting of source to destination for 
broadcasting video-signals is designed and 
implemented via wireless network depending on 
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the principles of server/client. The software 
implementation of this system is structured with 
full flexibility, robustness and friendly utilized 
with the capabilities of compressing and text 
addition to the broadcasted signals. Send (control 
and data) messages are dependent on enabling the 
server for receiving signals from the connected 
cameras and apply the necessary processing on 
them, as well as, transmitted audio signals with 
video, then broadcasting them to the client-side. It 
provides the ability of connecting N of resources 
(cameras) via destination (client) depending on the 
capabilities of the dedicated interface channel. The 
obtained results, it becomes obvious that the rate 
of dataflow has increased with different 
resolution, especially using compression 
techniques. 
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  تقيم اشارات بث الفيدوا عن طريق معلمات الشبكة اللاسلكية بين العميل/الخادم
  الخلاصة:

هذه المعلمات .هذا البحث يركز على تصميم وتنفيذ نظام نقل فيديو الناشئه مؤخراَ باستخدام معلمات الشبكة اللاسلكية
واالتى ساهمت فى نهاية المطااف ,EOSفضلا عن ,النطاق الترددى واالتأخيرعرض ,تتطرق الى معدل فقدان الحزمة

ترسل اشارات الفيديوالتى تم التقاطها بواسطة كاميرات الى الخادم المضيف ثم يتم عرضهاوبثها الى .للمستخدمQOEالى
وعرض النطاق الترددى من معدل فقدان الحزمة ,النظام يتغلب على العديد من المشاكل منها:التأخير.العميل المستقبل 

  .وكذلك لمراقبة ترتيب (اعداد)النظام اثناء البث, المصادر واالوجهات من خلال السيطرة على التصريحات وا البثو
ميزة هذا النظام هوتحسين تطبيق البرمجيات لاستخدامها بشكل ودى مع اقصى قدر ممكن من المرونة وا السيطرة 

هذا النظام يتحكم بمشاكل التاخيرومعدل الفقدان وعرض .متكاملة لأنظمة بث الفيديووبخيارت كامل للحصول على ميزات 
من خلال السيطرة على التصريحات المخولة البث وا الرصد عند تكوين(ترتيب و .النطاق الترددى بين المصدر وا المقصد

عندما ورود الاشارات من الكاميرات الى وقد تحقق التزامن بين الجانبين من الشبكة اللاسلكية .اعداد)النظام اثناء البث
فى نهاية المطا ف هذا النظام يمكن المسؤل من مراقبة البيا نات من جانب .جانب الخادم وبث هذى الاشارات الى العميل

 .الخادم الى العميل وتطبيق عملية الضخظ مع العديد من تقنيات الضخظ على اشارات الواردة وا المنبثة


