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Abstract: 

In this paper, perturbation and finite difference methods are used to solve a reaction diffusion system. 
This system is modeled for describing the interaction between species in ecology. The interaction is 
interpreted as traveling wave solutions for both species under three types of initial conditions which 
describe some ecological cases. Types of traveling wave solutions are found and studied using numerical 
and approximate methods when there exists a small parameter ࣅ ≪ ૚appear in one of the equation. The 
solutions of the two methods are compared and show a good agreement. 

 
Keyword: Reaction-Diffusion system, Perturbation method ,  Finite difference, Traveling wave solutions. 

 
Introduction 

eaction-diffusion models for the interaction of the species have been studied widely, the 
simplest of which is the Lotka-Volterra model( AL-Omari,  and  Gourley(2003),  Gopalsamy 

(1982), Hosono (2003), Li (2008)), in which the interaction of the two species is to advantage for all, 
this interaction is called Mutualism (see, for example, Dean (1983), Priyanga (2004), 
Billingham(2001), Murray (2002), Hardler and Rothe (1975), Britton (1990), Gourley (2005), Graves 
et al. (2006)). Mutualism is defined as an interaction between species that is beneficial for both 
species. It plays the crucial role in promoting and even maintaining such species: plant and seed 
dispersal is one example. In this paper, we study a reaction-diffusion model for a system of two 
species which exhibits mutualistic population interactions, provided that the population is sufficiently 
small. The model we will study here  is 

ݐݑ߲߲  = ௨ܦ ߲ଶ	ݔ߲ݑଶ + ݇௨1)ݑ − ݉௨ݑଶ + ݊௨ܹ), 
ݐ߲ܹ߲  = ௪ܦ ߲ଶ	ܹ߲ݔଶ + ݇௪1)ݓ − ݉௪ݓଶ + ݊௪ݑ), . . . . (1) 
 
where ܦ௨ and ܦ௪ are diffusion coefficients, ݇௨1)ݑ −݉௨ݑଶ)and ݇௪1)ݓ − ݉௪ݓଶ) are generalized 

logistic growth rates for the species u and w, the inter specific cooperation by ݊௨ݓ and ݊௪ݑ. All 
parameters are positive. This is a natural extension of the Lotka-Volterra model, and although it is the 

simplest model of this type with a nonlinear growth rate ((1 − ݉௨ݑଶ) instead ofቀ1 − ௨௞ቁ). Note that 

when݊௨ = ݊௪ = 0 , (1) decouple, and each is equivalent to a generalized Fisher equation model 
studied in (8). 

 
We define dimensionless variables ݑ = ,തݑܷ ݓ = ,ഥݓܹ ݔ = ݐ			,ݔ଴.ହ̅(௨݇௨ܦ) =  	,௨݇̅ݐ
in terms of which (1) becomes 
̅ݐത߲ݑ߲  = ߲ଶ	ݑത߲̅ݔଶ + ത(1ݑ − തଶݑଵߙ +  ,(ഥݓଵߛ
 ߲ ഥܹ߲̅ݐ = ܦ

λ

߲ଶ	ݓഥ߲̅ݔଶ + λݓഥ(1 − ഥଶݓଶߙ + ,(തݑଶߛ . . . . (2) 
 
Here U and W are the unique single species equilibrium states given by the positive solutions of 

R
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1 −݉௨ܷଶ = 0,			1 − ݉௪ܹଶ = 0 
The dimensionless parameters are ߙଵ = m୳U, ଵߛ = n୳W, λ =	k୵k୳ , D = 	D୵D୳ 	, ଶߙ = m୵W, ଶߛ = 	n୵U. 
For notational convenience we will omit the overbars in what follows. 
A similar system of equations was studied in  Billingham (2004). In particular, Billingham (2004) 

examines a system that has the same evolution equation for u, but a simpler, linear equation for w. In 
spite of this, the dynamics of the system studied in Billingham (2004) are significantly more complex 
than those exhibited by (2) in the limit λ ≪ 1. We shall see in this paper that there are many different 
types of traveling wave solution of (2), the propagation of these waves is steady. In this paper, we will 
study (2) in the same limit, λ ≪ 1, and study the structure of the possible equilibrium states and 
traveling wave solutions that connect them. 

 
For simplicity, we will consider initial conditions that are symmetric about the origin, so we need 

only consider the problem for ݔ ≥ 0		andݐ ≥ 0, with 
,ݔ)ݑ  0) = ,(ݔ)଴ݑ ,ݔ)ݓ 0) =  ,(ݔ)଴ݓ
and boundary conditions 
,0)ݑ߲  ݔ߲(ݐ = 0, ,0)ݓ߲ ݔ߲(ݐ = 0 

 
We will consider initial conditions which represent ecological situation, namely (ܣ									ݑ଴(ݔ) = ൜1, ݔ ≤ ,଴0ܮ ݔ > (ݔ)଴ݓ ଴ܮ = 1,											 
where ܮ଴ is the width of the step function. The far field boundary conditions are therefore  ݑ →0and ݓ → 1as ݔ → ∞. Species w is native, and the species u is introduced locally. 
(ݔ)଴ݓ									(ܤ  = ൜1, ݔ ≤ ,଴0ܮ ݔ > (ݔ)଴ݑ ଴ܮ = 1, 
The far field boundary conditions are therefore ݑ → 1 and w→ 0 as asݔ → ∞. Species u is native, 

and the species w is introduced locally. 
(ݔ)଴ݑ									(ܥ  = ൜1, ݔ ≤ ,଴0ܮ ݔ > (ݔ)଴ݓ ଴ܮ = ൜1, ݔ ≤ ,଴0ܮ ݔ >  ଴ܮ

 
 
The far field boundary conditions are therefore ݑ → 0  and w→ 0as ݔ	 → ∞ . Both species are 

introduced locally. 
 
We begin by studying the stability of spatially uniform solutions in section 2. In section 3 we solve 

some typical initial value problems numerically and determine which traveling waves develop. We 
study traveling wave solutions when λ ≪ 1 in section 4 and conclude in section 5. 

 
Spatially uniform solutions 

Spatially uniform solutions of(2) satisfy 
ݐݑ߲߲  = 1)ݑ − ଶݑଵߙ +  ,(ݓଵߛ
 



Journal University of Zakho, Vol. 4(A) , No.1, Pp 137-149, 2016 
 

 139

ISSN: 2410-7549

ݐݓ߲߲ = λ1)ݓ − ଶݓଶߙ + ,(ݑଶߛ . . . . (3) 
 
 
We focus on the coexistence equilibrium solution in (1,1), so in what follows we assume ߛଵ ଵߙ= − 1		and ߛଶ = ଶߙ − 1. There are three obvious equilibrium states of (3): (0,0),(ݑ଴, 0) and (0,  .(଴ݓ
In order to study the stability of the equilibrium points, we linearize (3) at the equilibrium points, 

which can be done through finding the Jacobean matrix. So if we let  ݂(ݑ, (ݓ = 1)ݑ − ଶݑଵߙ + ,ݑ)and݃ (ݓଵߛ (ݓ = λ1)ݓ − ଶݓଶߙ +   then,(ݑଶߛ
ܬ  = ቌడ௙(௨ෝ,௪ෝ)డ௨ డ௙(௨ෝ,௪ෝ)డ௪డ௚(௨ෝ,௪ෝ)డ௨ డ௚(௨ෝ,௪ෝ)డ௪ ቍ, 

where ݑො and ݓෝ are equilibrium points. From the determinant of the Jacobean we can find the 
characteristic equation which is ܭଶ + ܬݎݐ + det ܬ = 0… . . (4),		 

where ݎݐ and det denote the trace and determinant of Jacobean ܬ, so that 
ܬݎݐ  = ,ොݑ)݂߲ ݑ߲(ෝݓ + ,ොݑ)߲݃ ݓ߲(ෝݓ , det ܬ = ,ොݑ)݂߲ ݑ߲(ෝݓ ,ොݑ)߲݃ ݓ߲(ෝݓ − ,ොݑ)݂߲ ݓ߲(ෝݓ ,ොݑ)߲݃ ݑ߲(ෝݓ  

 
The Eigenvalues can be found from the quadratic equation (4) 
ଵ,ଶܭ  = ܬݎݐ ∓ ඥ(ܬݎݐ)ଶ − 2ܬݐ4݀݁  

 
The Jacobeanhere is, ܬ = ቆ1 − ොଶݑଵߙ3 + ଵߙ) − ෝݓ(1 ଵߙ) − ොݑ(1

λ(ߙଶ − ෝݓ(1 λ(1 − ଶݓଶߙ3 + ଶߙ) −  ො)ቇݑ(1

Also 
ܬݎݐ  = 1 − ොଶݑଵߙ3 + ଵߙ) − ෝݓ(1 + λ(1 − ෝଶݓଶߙ3 + ଶߙ) − ,(ොݑ(1 det ܬ = 1 − ොଶݑଵߙ3 + ଵߙ) − ෝݓ(1 ∗

λ(1 − ෝଶݓଶߙ3 + ଶߙ) − (ොݑ(1 − ଵߙ) − ଶߙ)ොλݑ(1 −  .(ෝݓ(1
 
 A local analysis at one of these equilibrium states, say the coexistence steady state(1,1), shows 

that the eigenvalues are 
ଵଶܭ  ଵߙ-= − λߙଶ ± ටߙଵଶ − −λ	ଶߙଵߙ ଵଶλଶߙ+ଵλߙ − ଶλߙ + λ 

 
A simple plot of ܭଵandܭଶ, show that the equilibrium state (1,1), is always stable which can be seen 

in Figure(1) and Figure(2), and could be complex for small values of ߙଵ . The extinction steady 
state(0,0),  has the eigenvalues ܭଵ = 1 and ܭଶ = λ, and therefore is unstable (since λ is positive). The 
single species state (ݑ଴, 0)is a saddle point which can be deduced from the following eigenvalues and 
the plot shown in Figure (3) and (4), 
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Figure 1:  ࢙ࢋ࢛࢒ࢇ࢜࢔ࢋࢍ࢏ࡱ	࢑૚	ࢌ࢕	(૚, ૚	) 
 

 

Figure 2:  ࢑࢙ࢋ࢛࢒ࢇ࢜࢔ࢋࢍ࢏ࡱ૛ࢌ࢕(૚, ૚) 
ଵܭ  =		-1 −  ,଴ଶݑଵߙ3

ଶܭ  = λ(	1 − ଴ݑ +  .(଴ݑଶߙ
 
The single steady state (0, ,଴ݑ) ଴) is also a saddle point and similar to the other single speciesݓ 0), 

this is clear from the eigenvalues  
ଵܭ  =-λ − 3λߙଶݓ଴ଶ, 
ଶܭ  = 1 − ଴ݓ +  .଴ݓଵߙ
 
The summery of the above analysis is shown in the following table,  

Equilibrium state Eigen values Stability 

ଵߙ (1,1) − λߙଶ± ටߙଵଶ − ଶߙଵߙ λ − ଵଶλଶߙ+ଵλߙ − ଶλߙ + λ Stable node 

(0,0) 1, λ Unstable node (ݑ଴, 0) -1 − ,଴ଶݑଵߙ3 λ( 1 − ଴ݑ + ,଴) Saddle point (0ݑଶߙ ଴) λݓ − 3λߙଶݓ଴ଶ, 1 − ଴ݓ +  ଴ Saddle pointݓଵߙ
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Figure 3:  ࢑࢙ࢋ࢛࢒ࢇ࢜࢔ࢋࢍ࢏ࡱ૚࢛)ࢌ࢕૙, ૙) 
 

 

Figure 4:  ࢑࢙ࢋ࢛࢒ࢇ࢜࢔ࢋࢍ࢏ࡱ૛࢛)ࢌ࢕૙, ૙) 
 
Traveling wave solutions 

Typical solutions of reaction-diffusion systems are traveling waves that connect equilibrium states. 
The three types of traveling wave that we study are: 

Type (ܫ௔), The traveling wave connects (1,1) to (ݑ଴, 0). 
Type (ܫ௕), The traveling wave connects (1,1) to (0,  .(଴ݓ
Type(ܫ௖), The traveling wave connects (1,1) to (0,0). 
We also add a subscript (ܫܫ௔) or (ܫܫ௕) to denote when there are two traveling waves connect each 

other. 
 
These traveling wave solutions must connect a stable equilibrium solution to another equilibrium 

solution. Waves of type ܫ can exist if the state(1,1), is stable. In this paper we see only waves that 
exist when (1,1)is stable, because only these can be generated from the initial conditions that we 
study. An unstable uniform state (1,1)  will never exist when ݐ = 0 in any realistic initial value 
problem. Waves of type (ܫܫ௔) and (ܫܫ௕) require  three steady states ((1,1), (ݑ଴, 0) and (0,0)in type (ܫܫ௔) and (1,1), (0,    .௕ܫܫ ଴) and (0,0) in typeݓ
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Figure 5:  ܖۯ	ܟ܍ܑܞܚ܍ܞܗ	܎ܗ	܍ܐܜ	ܛ܍ܘܡܜ	܎ܗ	܏ܖܑܔ܍ܞ܉ܚܜ	܍ܞ܉ܟ	܎ܗ	܍ܘܡܜ	ࢇࡵ. 
 

 

Figure 6:  ܖۯ	ܟ܍ܑܞܚ܍ܞܗ	܎ܗ	܍ܐܜ	ܛ܍ܘܡܜ	܎ܗ	܏ܖܑܔ܍ܞ܉ܚܜ	܍ܞ܉ܟ	܎ܗ	܍ܘܡܜ	ࢇࡵ. 
 
Numerical solutions of the initial value problem 

In order to get some idea of the dynamics of the system, we solve (2) numerically using a semi-
implicit finite difference method (diffusion terms implicit, reaction terms explicit). The domain of 
solution is truncated to 0 ≤x≤ ݈ with ݈ large enough that the far field conditions are realized. We apply 
a Neumann boundary conditions on ݑ andݓ. The domain is discretized using constant grid spacing, 
typically 0.1. Whenλ ≪ 1 , as we shall see, the solution sometimes develops over an O(1) inner 
lengthscale at the wavefront and an O(λ)	ିଵ lengthscale elsewhere. Although it may well be more 
efficient to develop an adaptive method to capture these features of the solution, this is not the focus of 
this paper, so we have adopted an unsophisticated approach and accepted that our computation times 
may be quite long.  

The numerical solutions show that at least one and sometimes two traveling waves are generated 
depending upon the initial conditions and choice of parameters.  

 
Initial condition A ݑ଴(ݔ) = ൜1, ݔ ≤ ,଴0ܮ ݔ > (ݔ)଴ݓ ଴ܮ = 1. 

We find that there are three qualitatively different types of behavior. For any positive value of the 
parameters, coexistence equilibrium state is stable node or stable focus, a simple traveling wave is 
generated, which connects (1,1) to(ݑ଴, 0), as shown in Figure (5). The value of parameters, ߙଵ = ଶߙ,1.2 = 0.7, ܦ = 1and λ = 0.01. 
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Initial condition B ݓ଴(ݔ) = ൜1, ݔ ≤ ,଴0ܮ ݔ > (ݔ)଴ݑ ଴ܮ = 1. 
With initial condition B, a simple traveling wave is generated, which connects (1,1)to(0,  ଴), asݓ

shown in Figure (5).  The value of parameters,ߙଵ = 1.2, ଶߙ = 0.7, ܦ = 1. 
 

Notice that in all of these typical solutions we have takenand λ = 0.05. As we shall see in section 
4, when λ ≪ 1, traveling wave solutions develop on an O(λ)	ିଵ lengthscale, with the exception of 
those that involve an equilibrium state with ݑ = 0, in which there is an inner region at the wavefront 
where ݑ changes on an O(1)lengthscale. 

 
Initial condition C ݑ଴(ݔ) = ൜1, ݔ ≤ ,଴0ܮ ݔ > 	 ଴ܮ (ݔ)଴ݓ = ൜1, ݔ ≤ ,଴0ܮ ݔ >  ଴ܮ

 
In all cases, the state left behind the wave is determined by the initial conditions and the spatially-

uniform system. The main difference from initial conditions A and B is that a traveling wave of type ܫ௔ and ܫ௕ is always generated, and propagates into the region whereݑ = ݓ = 0.  For example, Figure 
(7), the parameters have the same values as in the waves of types ܫ௔  and ܫ௕ , but different initial 
condition. Waves of typesܫܫ௔ and ܫܫ௕ is also constructed when this type of initial condition exist. 
Figures (8-9), show the solution when the only difference is in the choice of ܦ. In Figure (8), the speed 
of the wave that connects (ݑ଴, 0)to (0,0) is higher than that which connects (0,  ଴) to (0,0), and viceݓ
versa for Figure(9). 
 

 
 

Figure 7:  ܖۯ	ܟ܍ܑܞܚ܍ܞܗ	܎ܗ	܍ܐܜ	ܛ܍ܘܡܜ	܎ܗ	܏ܖܑܔ܍ܞ܉ܚܜ	܍ܞ܉ܟ	܎ܗ	܍ܘܡܜ	ࢉࡵ. 
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Figure 8:  ܖۯ	ܟ܍ܑܞܚ܍ܞܗ	܎ܗ	܍ܐܜ	ܛ܍ܘܡܜ	܎ܗ	܏ܖܑܔ܍ܞ܉ܚܜ	܍ܞ܉ܟ	܎ܗ	܍ܘܡܜ	ࢇࡵࡵ. 
 

 

Figure 9:  ܖۯ	ܟ܍ܑܞܚ܍ܞܗ	܎ܗ	܍ܐܜ	ܛ܍ܘܡܜ	܎ܗ	܏ܖܑܔ܍ܞ܉ܚܜ	܍ܞ܉ܟ	܎ܗ	܍ܘܡܜ	࢈ࡵࡵ. 
 
Traveling wave solutions for λ ≪ 1 

In this section, we study the variety of traveling waves develop as solutions of the initial value 
problem, so we will study their structure, focusing on the analytically tractable case, λ ≪ 1  (the 
second species diffuses faster and reproduces slower than the first species).  

We define ݖ = ݔ − and seek permanent form traveling wave solutions u	,ݐܿ = uොz and w = wෝz with 
wave speed 	ܿ > 0, so that (2) becomes 
 ݀ଶuො݀ݖଶ + ܿ	 ݀uො݀ݖ + uො(1 − αଵuොଶ + γଵwෝ) = 0, 		஽
λ

ௗమ୵ෝௗ௭మ + ܿ	 ௗ୵ෝௗ௭ + λ	wෞ(1 − αଶwෝଶ + γଶuො) = 0.													…..(5) 
 
The appropriate boundary conditions depend upon which equilibrium states are connected by 

traveling wave solution, and we shall return to this question later. 
 
This is a fourth order system of ordinary differential equations, which is difficult to study 

analytically. A limit where we can make some progress isλ ≪ 1. The system is similar to that studied 
in Billingham (2004), where it was shown that the asymptotic structure of the solution consists of an 
inner region with lengthscale of O(1)at the wavefront, which we can place without loss of generality 
in the neighbourhood of z = 0,	with outer solutions ahead of and behind the wavefront with 
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lengthscale of O(λ)	ିଵ. The inner region is only needed when one of the equilibrium states associated 
with the traveling wave has u=0, so, in contrast to the system studied in Billingham (2004), some 
traveling wave solutions can be described without the need to resort to the method of matched 
asymptotic expansions. We therefore begin by defining scaled outer variables as ܼ = λ	z, ݑො = U(	z), ݓෝ = W(	z) with ܷ, W, zof O(1)as λ → 0 

In terms of these new variables, (5) becomes 
 

λଶ ݀ଶUܼ݀ଶ + ܿλ݀Uܼ݀ + U(1 − αଵUଶ + γଵW) = ܦ	 ,0 ௗమ୛ௗ௭మ + ܿ	 ௗ୛ௗ௭ +W(1 − αଶWଶ + γଶU) = 0.									….(6) 
 
Regular perturbation solutions 

At leading order, provided that U↛ 0as ܼ → ∓∞, this is a regular perturbation problem, with the 
leading order equations ܦ ݀ଶW݀ݖଶ + ܿ	 ݀W݀ݖ +W(1 − αଶWଶ + γଶU) = 0, W = αଵUଶ − 1γଵ , 

  or equivalently     ܹܼ݀݀ = ܸ, ௗ௏ௗ௓ = ି௖஽ ܸ − ଵ஽W(1 − αଶWଶ + γଶU),     …..(7) W = αଵUଶ − 1γଵ . 
 
We use ode45 in Matlab to find traveling wave solutions of (7), which connect two equilibrium 

points of the system. In the (W, V) phase plane, this system has equilibrium points at (0,0), which 
corresponds to the steady state ܷ = ܹ,			଴ݑ = 0,  and (1,0)where 1	is such that (1,1) is a coexistence 
equilibrium state (an intersection of the curves γଵW = αଵUଶ − 1 and γଶU = αଶWଶ − 1, as discussed 
in section 2). Possible traveling wave solutions with this structure therefore connect these two 
equilibria. We will focus on traveling wave solutions that satisfy (W, V) → (1,0) as ܼ → −∞ and (W, V) → (0,0)as	ܼ → ∞. 

 
By linearizing about (1,0), we find that this is a saddle point and in each case we find that the 

stable coexistence equilibrium point corresponds to a saddle point in (7). If a traveling wave solution 
exists it is therefore represented by the unstable separatrix of (1,0)those pointsinto	ܼ < 0. 

 
Since γଶ > 0,(0,0)  is a stable node provided thatܿଶ > 1)	ܦ4 + γଶU଴) , and a stable focus for  ܿଶ < 1)	ܦ4 + γଶU଴).  Since we require W > 0 , this provides a lower bound, ܿ ≥ 	 ܿ௟௕		 ≡ 2	ඥ1)ܦ − γଶ), on the wavespeed. In this case we would expect a spectrum of wave speeds 

to exist, bounded below by some ܿ௠௜௡		 ≥ ܿ௟௕		.  
A comparison between numerical and asymptotic solutions are shown a good agreement as it can 

be seen in figures(11-12) for the value of parameters, ߙଵ = 1.2, ଶߙ = 0.7, ܦ = 1and λ = 0.01. 
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 .Comparisonbetweennumericalandasymptoticsolutionsforaregularperturbationproblem	૚૙:܍ܚܝ܏۴ܑ
 
 

 .ܕ܍ܔ܊ܗܚܘܖܗܑܜ܉܊ܚܝ		ܚ܍ܘܚ܉ܔܝ܏܍ܚ܉ܚܗ܎ܛܖܗܑܜܝܔܗܛ܋ܑܜܗܜܘܕܡܛ܉܌ܖ܉ܔ܉܋ܑܚ܍ܕܝܖܖ܍܍ܟܜ܍܊ܖܗܛܑܚ܉ܘܕܗ۱	૚૚:܍ܚܝ܏۴ܑ 
 
Singular perturbation solutions 

When one of the equilibrium states connected by the traveling wave solution hasܷ = 0, we must 
solve a singular perturbation problem similar to that described in Billingham (2004). This is because 
the leading order problem in the outer region has, from (6), 									U(1 − αଵUଶ + γଵW). 

 
The solution must smoothly connect a state with ܷ = 0 to one with		1 − αଵUଶ + γଵW = 0, so an 

inner asymptotic region is required. For example, if ܷ → 1 as ܼ → −∞ and ܷ → 0  asܼ → ∞, then for ܼ < 0, the solution must satisfy (7), while for ܼ > 0, ܷ ≡ 0, (ܹ	satisfies) 
 
ܦ  ௗమ୛ௗ௭మ + ܿ	 ௗ୛ௗ௭ +W(1 − αଶWଶ) = 0………. (8) 

 
In all cases, we need to solve either (8) for ܼ > 0 and (7) for ܼ < 0, or vice versa, subject to 

appropriate boundary conditions as ܼ → ±∞  and satisfy the connection conditions that ܹand 
ௗ୛ௗ௭  

should be continuous at ܼ = 0. We have seen that the whole solution of ܹ can be found from (7) for ܼ < 0, without need to solve (8)  for ܼ > 0which has a trivial solutions in the most of the cases. We 
can solve each system of differential or differential-algebraic equations in MATLAB, shooting from 
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close to the equilibrium points towards ܼ = 0and use Newton's method to adjust the initial conditions 
to satisfy the connection conditions at ܼ = 0. 

 
Inner solution 

In the inner region, ܼ = ܱ(1) and ݓෝ is constant at leading order, with value ݓෝ଴  determined by 
matching with the outer solution.  At leading order, (5) is therefore reduced to an ordinary differential 
equation for ݑො , namely ݀ଶݑො݀̂ݖଶ + ܿ	 ݖො݀̂ݑ݀ + ො(Lݑ − αଵݑොଶ) = 0 

where L = 1 + γଵݓෝ଴ subject to appropriate matching conditions as ̂ݖ → ±∞(depending on the type 
of traveling wave). 

 
This system can be studied in the same way as in the previous section. For a given value ofܿ, we 

can solve the outer problem and determine ݓෝ଴, and then ܮand ܿ௠. A typical result is shown in Figure 
(12).Since the inner and outer wave speeds must be the same, the point of intersection of the two 
curves gives the speed of the wave that we expect to be generated in an initial value problem, either 
the traveling wave of minimum speed or the unique traveling wave solution.Figure(13) shows a good 
agreement between the asymptotic and numerical solutions. 
 

αଵ	when	solutions	outer	and	inner	the	from	determined	wave	Traveling	૚૛:	܍ܚܝ܏۴ܑ  = 1.2, αଶ = 1.7,
λ = 0.05, and	D = 1. 

 

 .Comparison between numerical and asymptotic solutions for a singular perturbation problem	૚૜:	܍ܚܝ܏۴ܑ 
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Conclusions 

In this paper we have studied the effect of 
cooperation on the types of equilibrium states 
and traveling waves that can exist in a two 
species reaction-diffusion system. We found that 
there can be anywhere from one coexistence 
equilibrium states in addition to the usual single 
species equilibria, and can always be stable. We 
also studied the dynamics of three ecologically-
relevant initial value problems, and used 
asymptotic methods to study the traveling wave 
solutions that can emerge. We showed that, since 
the set of steady states has a richer structure than 
that of those in the Lotka-Volterra model, a 
wider range of traveling wave solutions is 
available, which in turn means that there is a 
wider range of possible outcomes in the wake of 
the final wavefront generated in an initial value 
problem. We also saw that, in the case of initial 
condition C, more than one traveling wave 
developed. 

Future work could include a study of the 
stability of the traveling waves to lateral 
disturbances in two spatial dimensions, and of 
the existence and stability of spatially 
nonuniform states in finite domains.  
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