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ABSTRACT: 
Cryptocurrencies have completely altered the digital transaction process all over the globe. Almost a decade after Satoshi Nakamoto 
generated the first Bitcoin block; many cryptocurrencies have been established. The Ransomware attack is a type of cybercrime 
and a class of malware that encrypts the files and prevents users from accessing their data or systems and demands payment for 
decrypting and retrieving access to their files. Ransomware data classification using present data mining and machine learning 
methods is difficult because predictions aren't always correct.  We aim to build two models that effectively address these challenges 
and can diagnose and classify Ransomware attacks accurately, then compare the performance of the models. In this paper, we 
investigated the use of Rule-Based algorithms for mining Bitcoin Ransomware Data to classify Ransomware attacks in Bitcoin 
transactions. Employing Rule-Based techniques in detecting Bitcoin data is beneficial because the algorithms effectively classify 
non-linear datasets. The analysis was done on a Bitcoin dataset for 61,004 addresses selected from 29 Ransomware families and 
contained ten descriptive and decision attributes. Both Rule-Based algorithms were illustrated and compared on the dataset 
employing 10-fold cross-validation. Experimental results show that classification under partial decision tree (PART) algorithm 
performed better in different metrics than the Decision Table algorithm. It provides an accuracy of 96.01%, a recall of 96%, a 
precision of 95.9%, and an F-Measure of 95.6%. Experimental results propose that it is beneficial to further investigate the 
application of PART to predictive modelling tasks in Ransomware studies. 

KEYWORDS: Bitcoin, Ransomware, Machine Learning, Rule-Based Algorithms, Decision Table, Partial Decision Tree (PART), 
Cybercrime. 

1. INTRODUCTION 

Satoshi Nakamoto announced Bitcoin as a cryptocurrency in 
2008. The most known cryptocurrency is Bitcoin. By using 
an open-source code, Bitcoin was implemented in 2009. It is 
a digital banking system that doesn't have a physical central 
banking system and a particular country or radix. 
(Seow,2020) The most used and decentralized type of 
payment system is Bitcoin, whereas the public ledger is fully 
aided in a distributed way. A BlockChain is created by some 
unknown anonymous individuals that execute a protocol for 
maintaining and expanding a distributed public ledger that 
records Bitcoin transactions.  
A BlockChain is a sequence of blocks that are implemented. 
Bitcoin transactions are entirely digital and anonymous to a 
significant extent (Seow,2020). Due to this predicament, 
many cybercriminals have turned to Bitcoin to conduct 
illegal operations such as Ransomware payments in a safe 
environment. (Mukesh,2018) Ransomware is a malignant 
program that attacks payment gateways in exchange for a 
ransom that must be paid. 
Rule-based methods are a popular class of machine learning 
and data mining techniques. Their common objective is to 
discover patterns in data that are described in the form of an 
IF-THEN rule. We may distinguish between association rule 
discovery and predictive rule learning, depending on the sort 
of Rule that has to be discovered. (Mukesh,2018) A set of 
rules that collectively cover the instance space is generally 
desired in the latter case since they can predict every 
conceivable instance.  To correctly predict the individuals or 
groups to whom Ransomware payments are made, Rule-
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Based techniques are used to go through previous transactions 
(Mukesh,2018).  
In this paper, we investigate the use of two Rule-Based models: 
Decision Table and partial decision tree algorithm (PART), to 
classify the Bitcoin Ransomware, then compare the algorithm's 
performance according to the classification measurements 
criteria. Both algorithms performed reasonable outcomes in other 
studies and fields, so they will be tested on the Bitcoin dataset in 
this paper to detect the Ransomware and evaluate their 
performances.  The remaining sections in this paper are organized 
as follows: Section 2 discusses the literature review. Section 3 
explains the materials, methods, dataset, and algorithms used in 
this paper. Section 4 presents the experimental results, followed 
by a conclusion in section 5.  

2. RELATED WORKS 

Although Rule-Based algorithms have been widely used in the 
literature for various purposes and fields, they still lack 
development to be used in the Bitcoin Ransomware domain for 
classification problems. Also, different machine learning 
approaches were employed in identifying and detecting 
Ransomware. This section reviews those relevant papers that 
used machine learning techniques in Ransomware detection and 
Rule-Based models in other fields. 
Akcora et al. (Akcora et al.,2020) employed topological data 
analysis methods for detecting recent malicious addresses in the 
Ransomware family. The authors generated a Bitcoin graph 
model in a directed weighted graph. Payments received to known 
Ransomware family addresses are used to identify new addresses 
belonging to the malware family. The Ransomware addresses are 
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initially grouped into 20,000 clusters. The resultant clusters 
are then examined to see any relationship between 
Ransomware families. To identify and predict Ransomware 
in money transactions, both Topological Data Analysis 
(TDA) and the DBSCAN clustering method (Density-Based 
Spatial Clustering of Applications with Noise) are utilized. 
For Ransomware transaction identification, their suggested 
technique significantly improved accuracy and recall 
compared to current heuristic-based methods and may be 
used to automate Ransomware detection.           
Liao et al. (Liao et al., 2016) examined the analysis of the 
CryptoLocker malware family. A system that automatically 
identifies the ransom payments made to CryptoLocker 
Bitcoin addresses. BlockChain analysis and data fetched 
from online forums such as Reddit and BitcoinTalk were 
employed to analyse performance measurements on the data. 
The extraction of the timestamps based on the ransom 
payments by the victims is done. The time's ransom amount 
trends using this data were paid and analysed. 
Huang et al. (Huang et al.,2018) conducted a measurement 
analysis of two-year data of Ransomware payments, 
including information about victims and operators. An 
extensive dataset was created using several data sources such 
as Ransomware files, victim telemetry, and a massive list of 
Bitcoin addresses. This information was utilized to Bitcoin-
trail the victim from the time acquired the Bitcoins until the 
time the operators cashed out the Bitcoins. While comparing 
the two algorithms, the results of the existing one are 
improved and more accurate than the previous one. 
Alhawi et al. (Alhawi et al.,2018) employed a novel approach 
for detecting Ransomware samples from features derived 
from network traffic communication; his approach was 
NetConverse which uses J48 based decision tree classifier. 
Their experimental results demonstrated that the proposed 
method detected better than other conventional machine 
learning algorithms as Bayes Network, K-Nearest Neighbor, 
Multi-layer perceptron, Random Forest, and Logistic 
Regression. 
Kshirsagar et al. (Kshirsagar et al.,2019) used the two novel 
Rule-Based methods for intrusion detection. The feature 
selection used information gain with ranker attribute 
evaluator. The experimental results showed that PART and 
Decision Table performed well in detecting intrusion. At the 
same time, the Decision table performed outstandingly 
compared to the PART algorithms with 99.99% accuracy. 
Hussein et al. (Hussein et al.,2021) worked on various 
machine learning and rule-based models to recognize fraud 
in credit card transactions. They tried to improve the 
performance of detecting fraud using multiple machine 
learning techniques by choosing the most appropriate 
algorithm for inclusion in the fraud identification system. In 
the experimental results, the two famous rule-based 
algorithms recorded a decent result with 81.95% accuracy for 
the Decision Table classifier and 81.37% for the PART 
classifier. 
Sohail et al. (Sohail et al.,2019) applied Rule-Based 
classifiers (PART and Decision table) on a data mining 
platform to pinpoint potential diabetes and pre-diabetes in the 
initial medical monitoring via logistic regression prediction 
assessment analysis. Two hundred and eighty-one diabetes 
mellitus patients were assessed utilizing ten convenient and 
accessible non-invasive clinical characteristics gathered from 
four major hospitals in northern Nigeria. The results were 
published in the journal Diabetes Care. According to the 
experimental results, Rule-Based classifiers obtained 
maximum accuracy of 98.75%. Also, there was 0.98% for 
Error-Rate, 0.98% precision, 0.98% recall, and 98% an F-
measure respectively. 
Gaikwad and Thool (Gaikwad & Thool,2015) used the 
Bagging Ensemble technique in Intrusion Detection System 

implementation. Because of its simplicity, the Partial Decision 
Tree was employed as a starting point for classification. The 
relevant features are selected using an optimization algorithm to 
enhance the classifier's accuracy. Evaluation of the proposed 
intrusion detection system is done for classification accuracy, 
true positives, false positives, and the amount of time it takes to 
build a model. The proposed framework with the Partial Decision 
Tree (PART) algorithm to the other classifiers revealed that the 
proposed system with the Partial Decision Tree (PART) approach 
attained the maximum classification accuracy of 99.71 % 
employing cross-validation. 
Alam et al. (Alam et al., 2021) examined ten various Machine 
Learning algorithms, including the Decision Table approach. The 
researchers tested the algorithm on the MovieLens dataset to 
evaluate the algorithms and determine the most appropriate one. 
Different evaluation metrics were employed after the 
classification process, including Kappa Statistic, F-measure, and 
Accuracy. Decision Table obtained a reasonable performance 
with 98.79% accuracy in the experimental result. 
Previous studies deduce that various machine learning techniques 
have been used for Ransomware classification tasks. Some of 
those studies obtained outstanding results. For instance, (Alhawi 
et al.,2018) and (Huang et al.,2018) received good outcomes. On 
the other hand, other researchers have employed Rule-Based 
algorithms in various fields and obtained outstanding results. For 
instance (Sohail et al.,2019) (Gaikwad & Thool,2015) and (Alam 
et al., 2021). For this purpose, we decided to fill that gap and 
implement PART and Decision Table classifiers to identify and 
detect Ransomware in the selected dataset. Related results are 
mentioned in the following sections. 
 

3. METHODOLOGY 

In this section, the approaches, techniques, and dataset used in 
this paper have been demonstrated. Figure. 1 depicts the flow 
diagram of our method, and the following subsection explains 
each step of the investigation carried out in detail. 
 
3.1 Bitcoin Dataset 

The dataset used in this research on the Rule-Based algorithms 
was obtained from the Bitcoin transaction graph between January 
2009 and December 2018. Collected daily network transactions 
and network linkages with fewer than 0.3 billion were filtered out 
since Ransomware sums were often more than this threshold. It 
comprises 61,004 addresses selected from 29 Ransomware 
families extracted from the UCI machine learning repository 
collected from January 2009 to December 2018 included 
extracting daily transactions from the network and constructing 
the Bitcoin over 24 hours (Akcora et al.,2021). The Bitcoin Heist 
Ransomware Address Dataset contains 10 descriptive attributes 
and decision attributes. The dataset summary is presented in 
Table 1. 
 
Table.1  Description of the Bitcoin Ransomware Address dataset 

Attr
. ID 

Attr. 
Name 

Attr. 
Type 

Attr. Description  

1 Address  Text Transactions Addresses. Tow 
Type of transactions in this 
dataset, Attack (Ransomware) 
or non-Attack (white) 

2 Day Number The Year of transaction 
3 Year Number The transaction day (1-365) 
4 Length Number The total number of non-

starter transactions on its 
longest chain. 

5 Weight Number The sum of a fraction of coins 
that are constructed from the 
initial transaction and end up 
at the address. 

6 Count Number The number of first-time 
transactions Associated with 
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an address during a chain of 
events. 

7 Looped Number The number of starting 
transactions associated with 
an address that has more than 
one immediate arc is shown. 

8 Neighbo
rs 

Number Some transactions contain the 
address as an output, whereas 
others do not. 

9 Income Number The total amount of outputs 
from the coin to the 
destination address 

10 Class/ 
Label 

Text The categories to which the 
transaction pertains are listed 
below. It is either a white or 
non-Ransomware category, 
which indicates that the 
transaction is risk-free or one 
of the 27 Ransomware 
categories, which indicates 
that the transaction is not risk-
free or the subject of an 
assault. 

 
Every transaction in the dataset has been gathered with a 
label pointing if the transaction is not attacking (white) or 
belongs to one of the 27 Ransomware families (attacks). In 
general, the used dataset is extremely imbalanced, and is 
considered a multi-class dataset. These completely different 
and extremely unbalanced labels are unequally distributed 
over the ten attributes indicated in Table 1, summarized in 
terms of how they are distributed, and the number of times 
each class is repeated in Table 2. The benign class (white) 
occupies the largest of the total dataset classes. The most 
frequent Ransomware family type is paduaCryptoWall 
among the other Ransomware families, which is repeated in 
lower percentages. This paper intends to study the 
comparisons of two Rule-Based classifiers (Decision Table 
and PART) in this completely imbalanced scenario. 
Captions: 
 

Table.2 Frequency of occurrences of the class labels 
Class Label  

Name 
Label Frequency 

0 white 19591 
1 paduaCryptoWall 12390 
2 montrealCryptoLocker 9315 
3 princetonCerber 9223 
4 princetonLocky 6625 
5 montrealCryptXXX 2419 
6 montrealNoobCrypt 483 
7 montrealDMALockerv3 354 
8 montrealDMALocker 251 
9 montrealSamSam 62 
10 montrealGlobeImposter 55 
11 montrealCryptoTorLocker2015 55 
12 montrealGlobev3 34 
13 montrealGlobe 32 
14 montrealWannaCry 28 
15 montrealRazy 13 
16 montrealAPT 11 
17 paduaKeRanger 10 
18 montrealFlyper 9 
19 montrealXTPLocker 8 
20 montrealCryptConsole 7 
21 montrealVenusLocker 7 
22 montrealXLockerv5.0 7 
23 montrealEDA2 6 
24 montrealJigSaw 4 
25 paduaJigsaw 2 

26 montrealSam 1 
27 montrealComradeCircle 1 
28 montrealXLocker 1 

 
3.2 Dataset Pre-processing  
 
Before any experiments, it is better to check our data and prepare 
it for the tests. Since the used dataset contains many records of 
Bitcoin network transactions, it is possible to have a repetition or 
a duplicate of the same record, which may affect the performance 
of the algorithms used or reduce the accuracy.  To get rid of this, 
we applied (RemoveDuplicates) filter on the dataset to remove 
duplicated and redundant data in Bitcoin network transactions of 
the same type. 

3.3 Rule-Based Algorithms 
 
Rule-based approaches are a prominent class of machine learning 
and data mining techniques. Their main objective is to discover 
regularities in data that can be represented as an IF-THEN rule 
(Fürnkranz et al., 2012). We may distinguish between association 
rule discovery and predictive rule learning based on the type of 
rule that has to be discovered. In the latter scenario, one is 
frequently interested in learning a set of rules that collectively 
cover the instance space to anticipate every potential occurrence 
(Lengyel,2015) (Qin,2009). 

3.2. Decision Table 

An ordered collection of IF-THEN rules, Decision Tables may 
be more compact and understandable than decision trees and are 
an accurate method for quantitative prediction. In comparison to 
the decision-tree-based method, the decision-table-based 
approach is more straightforward and requires fewer computer 
resources. A decision table is a basic assumption space that is 
easily understandable. Classifiers are generated by using decision 
tables. It evaluates feature subsets utilizing best-first search and 
cross-validation for assessment, and it reviews the whole feature 
set using best-first search (Kalmegh,2018). 
 
3.3. Partial Decision Tree Algorithm (PART) 
 
PART is a simplistic method, and it does not perform global 
optimization while developing proper rules. Using the divide and 
conquer strategy, it creates a rule by omitting the instances it 
encompasses and then continues to build recursive rules for 
instances rest until there are no more instances to be covered. The 
algorithm generates sets of rules known as decision lists, which 
are collections of rules organized in an ordered law. A current 
amount of information is compared to each direction in the list 
one by one, and the item is assigned to the category of the first 
matching rule (default is used if no control matches successfully). 
PART creates a partial C4.5 decision tree in each iteration and 
transforms the (best) branch into a rule. The PART classifier is 
an amalgamation of two algorithms: the RIPPER and the C4.5 
rule learning (Mohamed et al.,2012). 
 
3.4. 10-Fold Cross-Validation 
 
The idea of cross-validation is as follows: it takes a specific data 
set and divides it into 10 separate parts for use in training and 
testing operations. The nine parts will be taken as training data, 
and the tenth (the final) part will be treated as the test data. This 
process continues until each of the ten parts is used as both 
training and testing data. Therefore, no data point is left in the 
used dataset until used nine times for training and once for testing 
(Talabani & AVCI,2018). In other words, cross-validation uses a 
periodical process to test and train itself on the rest of the data.  
Each of these ten parts is called a fold, meaning that each data set 
consists of 10 folds and ten sub-results. The final result is an 
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average of the sub-results (Talabani & AVCI, 2018). 
Completing the primitive division of the data in this form 
ensures that each partition or fold has obtained a correct 
percentage of the classes' values. 
 
3.5. Evaluation Measurements 

To measure the classification performances in machine 
learning, Accuracy, Precision, Sensitivity, and F-Measure are 
widely used metrics. The used metrics in this research are 
explained with their formulas below in detail (Geyik et 
al.,2021) (Varol & Abdulhadi,2018): 

 

Accuracy		 = ("#$"%)
("#$'%$"%$'#)

																											(1)		              
 
 

Precision	 =
(𝑇𝑃)

(𝑇𝑃 + 𝐹𝑃)																																	(2)					 

 
 

Recall =
(𝑇𝑃)

(𝑇𝑃 + 𝐹𝑁)																																								(3)						

	
 

Sensitivity =
(𝑇𝑃)

(𝑇𝑃 + 𝐹𝑁)																																(4)					
	
 

𝐹 −𝑀𝑒𝑎𝑠𝑢𝑟𝑒 = 	2 ∗	
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑠𝑒𝑛𝑠𝑖𝑣𝑖𝑡𝑦
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑠𝑒𝑛𝑠𝑖𝑣𝑖𝑡𝑦										(5)						 

 

𝐸𝑟𝑟𝑜𝑟	𝑅𝑎𝑡𝑒 = 1 − 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦																																							(6)					   
     
 

Where True Positive (TP): The number of ransom attacks 
that are correctly predicted as Ransomware attacks. 
True Negative (TN): The number of non-
Ransomware attack files correctly classified as 
non-Ransomware attacks. 
False Positive (FP): The number of non-
Ransomware attack files predicted as Ransomware 
attacks. 
False Negative (FN): The number of Ransomware 
attacks predicted as non-Ransomware attacks. 
 

 
In addition, we have shown other criteria in Tables 3, 4. 
Correctly classified instances mean the number of daily 
parameters were correctly predicted by the algorithms used; 
incorrectly classified instances represent the number of daily 
transactions that were incorrectly predicted by the algorithms 
used. Modelling time indicates the time for model building 
and classifying the dataset (Geyik et al.,2021) (Varol & 
Abdulhadi,2018).                              

 
 

Figure 1. The Flowchart of the Proposed Work 

4. EXPERIMENTAL RESULTS AND DISCUSSION 

The fundamental objective of this study is to build a quick and 
accurate model for detecting Ransomware files in Bitcoin Dataset 
and specifying the most precise algorithm between Decision 
Table and PART algorithms. The classification process was done 
with a machine learning software created by the University of 
Waikato in New Zealand known as Weka (Waikato Environment 
for Knowledge Analysis). The GNU General Public License 
applies to Weka, is free to use. In addition to a set of visualization 
tools and algorithms for data analysis and predictive modelling, 
the Weka workbench also includes graphical user interfaces 
(GUIs) that allow for quick and simple access to this capability 
(Kotak & Modi,2020). We have implemented the work on 
Toshiba Tecra-Z40, a laptop Intel(R) Core (TM) i5-4300U CPU 
@ 1.90GHz 2.50 GHz, 8-GB RAM, Window 10 Professional 64-
bit. 
We have implemented the Rule-Based experiments conducted in 
this article on a huge dataset with many records. The Bitcoin 
Heist Ransomware dataset was first split using a 10-fold cross-
validation method to divide the dataset into ten equal parts to 
implement and validate our proposed approach. Each part is used 
in both the training and testing process. This method aims to 
guarantee the randomness of the experiments and avoid any 
modelling issues with underfitting and overfitting. To evaluate 
the algorithm's performance after classification, Table 3 and 
Table 4 summarize each model's values of evaluation metrics. 
 

     Table 3. Time / Values of performance metrics of the algorithms 

 
 

Rule-Based Algorithms Decision Table PART 

Correctly Classified Instances 56718 58567 

Incorrectly Classified Instances 4286 2437 
Error Rate % 7.0258 3.9948 

Modelling Time (Minutes) 1:43 26:49 

Accuracy % 92.97 96.01 
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Figure 2. Error rate/ Accuracy of the algorithms 

The experimental results in Table 3, Table 4, and Figure 2, 
Figure 3 show that the PART model has a better classification 
of the Bitcoin transactions dataset than the Decision Table 
classifier. We can see that the highest accuracy, precision, 
recall, and F-measure of 96.01%, 0.959, 0.960, and 0.956 
respectively were obtained from the PART algorithm. And 
the correctly classified transactions out of the total 
transactions in the whole dataset for PART was 58567. We 
can also notice that the performance of the Decision Table 
obtained was lower than the PART algorithm, based on all 
evaluation metrics used, which was 92.97%, 0.924%, 
0.930%, 0.925% for each accuracy, precision, recall, and F-
Measure.  
The correctly classified transaction out of the total 
transactions in the whole dataset for Decision Table was 
56718. The PART algorithm obtained a 3.9948% error rate, 
whereas the error rate of Decision Table is higher than PART 
and it was 7.0258%. In addition, we can see a huge difference 
in model building and the classification time interval between 
the algorithms. Decision Table was faster than PART, which 
took 1:43 minutes. In contrast, the time needed for PART was 
26:49 minutes. 
 

Table 4.  Evaluation Metrics for Validation Data 

 
Figure 3. Performance Measurements of the algorithms 

We can notice in Table.4 and Figure.3. The highest True Positive 
Rate, 0.960, was obtained from the PART model, whereas 
Decision Table obtained 0.930 in True Positive Rate. In contrast, 
the False Positive Rate of Decision Table was 0.012, and PART 
was 0.007. 
Rule-Based models have been widely used for classification 
problems in machine learning and data mining. This paper 
presented two Rule-Based algorithms, PART, and Decision 
Table, to classify the Ransomware Bitcoin dataset. The Rule-
Based models offer flexibility and can handle a big dataset as we 
used in this research. We have demonstrated that our classifiers 
can efficiently identify the Ransomware in a Bitcoin dataset with 
experimental studies and therefore obtained superior predictive 
performance. Although the classifiers performed well, a variation 
is still available among the classifier performances. Thus, the 
PART model got better results in classifying Ransomware than 
the Decision Table mode based on all evaluation metrics. 
 
 

5. CONCLUSION AND FUTURE WORK 

Experiments on Ransomware classification issues demonstrated 
the performance of the proposed models. From the results of our 
experiments, we conclude that the PART classifier had the 
highest performance for the Bitcoin Ransomware dataset 
showing an accuracy of higher than 96.01% compared to the 
Decision Table classifier with an accuracy of 92.97%. It is 
interesting to observe from Table 3 that PART has the highest 
evaluation performance. In all experiments, the Decision Table 
could not accurately predict all cases. At the same time, the 
PART model was able to classy almost all the Ransomware, as 
shown in Table 3. According to all the evaluation measures, the 
PART model's overall performance outperformed the Decision 
Table model. In this study, we limited ourselves to only using 
two different models. It would be more interesting to learn the 
impact of the choice of other models to investigate the Bitcoin 
Ransomware dataset classification further. We plan to employ a 
hybrid approach in detecting Ransomware attacks and extend our 
analysis for more and various versions of Ransomware attacks 
and real-time practice. 
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