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ABSTRACT: 
Tampering with images and changing them without giving any evidence has become very popular because of the presence of an 
enormous degree of intense altering device. The image forensics technique has grown popular for deciding whether a picture has 
been changed with a copy-move, splicing, or different forgery techniques. This paper present’s a novel passive image splicing 
forgery detection technique which includes three steps. Firstly, extracting an interest region (ROI) by using SURF descriptor (Speed 
up Robust Transform) Points is concerned based on the morphological procedure. Secondly, the Extraction of Mean-LBP (Mean 
Local Binary Pattern) Highlights on ROI is carried out. Lastly, a Classification of Mean- LBP characteristics is done with the SVM 
classifier. This novel method has shown the best outcome as SVM is used for classification. As well as it has shown a higher 
accuracy on the standard three datasets CASIA TIDE V1.0, CASIA TIDE V2.0, and Columbia University, revealed that current 
method has achieved higher accuracy of 97.9%, 98.2%, and 98.9% respectively. Finally, in terms of accuracy, the proposed SFD 
scheme outperformed the best recent works in this area. 
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1. INTRODUCTION  

Image forgery is defined as an artistic technique adopted in 
photography that spans across centuries. The earlier 
photography years identified new avenues utilized in the 
designing and development of portraits. Photographers have 
resorted to effective techniques in enhancing quality of image 
through retouching it which pleases a customer and raises the 
due income of such work [1,2]. 
Because of the convenience and simplicity of operation, this 
is the most well-known and often used technique for 
modifying a picture [3]. It entails mixing multiple 
components of two original images to create a new image. 
Because the merged component is from the same image, the 
dynamic color and range stay in compatibility mode with the 
rest of the image. The lack of essential and sufficient 
verification methods has resulted in a deterioration in the 
feasibility of automated content due to the lack of picture 
verification processes. Furthermore, the growth of automated 
algorithms effects the possible amount of manipulation, 
which restricts the level of human inspection, resulting in 
increasing image manipulation owing to a lack of the 
essential verification methods. [4]. When the image splicing 
procedure is done, the statistics of the image get disarranged. 
Nevertheless, these statistical modifications may not be 
obvious to the visual system of the human. These statistic 
disarrangements of an image cannot be decreased, even when 
expert criminal performs blending [5] and cover [6] works on 
the forged image as a post-processing operation.  
The rest of this paper is organized as follows. Section 3 
describes the proposed method. Experimental results and 
analysis are given in section 4. Concluding remarks are made 
in Section 5. 

 
This is an open access under a CC BY-NC-SA 4.0 license (https://creativecommons.org/licenses/by-nc-sa/4.0/) 

2. RELATED WORK 

The completely automated spliced picture would include 
variations in different sections of the photos. The segment 
borders of the two areas may be discovered to be either authentic 
or spliced by estimating the camera response function (CRF) 
using geometric invariants from locally planar irradiance 
positions (LPIPs) [7]. On a forensic basis, the human visual 
model proposed by [8] may also be utilized to identify fraudulent 
images utilizing an automated detection framework based on 
visual saliency and fixation. While this is a practical approach for 
demonstrating spliced photos, there is a learning curve involved 
in completing this activity correctly.  
In [9] proposes that manipulated photos may be shown using 
modeling edge information. The chroma of the picture around the 
photograph's edge is regarded a finite-state Markov chain that 
necessitates the extraction of low-dimensional feature vectors 
originating from stationary distributions that may be utilized for 
tamper detection. The Markov in Quaternion discrete cosine 
transform (QDCT) algorithm proposed by [9] used for the of 
detection image splicing. 
The SVM is utilized to categorize the photos in line with the 
suggested technique, which uses color information inside the 
images to achieve high classification accuracy.  In order to 
calculate image splicing employed by [10], class dependences 
based on three sequential classes and transition probabilities may 
be considered. Transition probabilities can be computed by 
progressing from the current class to the following two classes 
while looking for discriminative characteristics. Conditional co-
occurrence probabilities are examined as a group (CCPM) using 
a matrix that is supplied into the SVM for accurate classification. 
Kakar suggested in [11] that motion blur estimation based on 
image gradients can also be used to detect possible irregularities 
in an image based upon the possible spliced region. The motion 
blur may be assessed by segmenting a conflicting region in 
photos with a modest level of blur. Suggestions method by [12] 
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that the detection be done by determining specific artifact 
based on Markov features which were acquired using DCT 
domain and DWT with the best features selected by SVM-
RFE can be used to compute LBP for each pixel. In [13] 
Utilizing a multi-resolution WLD to extract chrominance 
components, a support vector machine can assist in 
determining picture fraud using an image database holding 
image forgery information. An improved Markov state 
selection method introduced in [14] was represented by 
decreasing the number of characteristics, this process 
analyzes the expected coefficients for development area and 
maps infinite coefficients with limited expresses that have 
coefficients in light of different suggested work patterns. A 
method to derive the features form the spliced image based 
on deep learning is proposed in [15] where the features are 
derived from CNN then PCA is used to reduction the 
dimension of features.  
In (A) (Abrahim et al., 2020), a new descriptor called 
Adaptive Threshold Mean Ternary Pattern (ATMTP) was 
developed based on the strength and weaknesses of both 
Local Binary Pattern (LBP) and Local Ternary Pattern (LTP). 
The ATMTP extraction feature is normally achieved by using 
proposed mean-based thresholding and adaptive ternary 
thresholding, and the ATMTP color features extracted from 
R, G, and B channels have revealed that the present method 
achieved higher accuracy on standard datasets than CASIA 
V2.0, out of 99.03%, Sensitivity 99.6%, and specificity 
98.1%. multiple image splicing forgery detection using Mask 
R-CNN, with a backbone as a MobileNet V1 proposed by(B) 
(Kadam et al., 2021). which calculates the percentage score 
of a forged region of multiple spliced images. The proposed 
model is trained and tested using the MISD (Multiple Image 
Splicing dataset), and achieves an average precision of 82% 
on Multiple Image Splicing Dataset, 74% on CASIA 1.0, 
81% on WildWeb, and 86% on Columbia Gray. The F1-
Score of the proposed method on MISD was 67%, 64% on 
CASIA 1.0 68% on WildWeb, and 61% on Columbia Gray, 
outperforming ResNet variants 

3. PROPOSED METHOD 

Concept of image Splicing forgery detection and 
implemented contributions lead to achieve robust image 
Splicing forgery detection scheme. Main goal of proposed 
method is improving existing image SFD scheme, research 
framework therefore should be proposed to control all 
method processes in order to verify this goal. Figure 1 
illustrates the proposed structure method.  It deals with all the 
fundamental features of digital image processing spliced 
image detection included. 

3.1. Pre-processing 

Among numerous existing techniques of image pre-
processing, the color conversion process is considered to be 
the most common one. Generally, the major objective of the 
source image representation is to facilitate the task of 
subsequent steps and to improve the next stages performance 
[18] in this paper the weighted average method selected as 
show in equation (1). 
 

𝑌 = 0.299𝑅 + 0.587𝐺 + 0.114𝐵																			(1) 
 
Where Y represented the luminance of the R, G, and B 
channels of the RGB image. 
 
 
 

3.2. Speed Up Robust Feature (SURF) extraction based on 
morphological operation 

The Speeded-up robust feature (SURF) locator pointed a ‘fast-
hessian’ locator. It is based on the basic likeness of the Hessian 
matrix which depends on indispensably pictures to diminish the 
time of computing. as well because it has extraordinary 
computation time and accuracy [19]. SURF represents to the 
dissemination of intrigued point neighborhoods and 64 
measurements are given. SURF steps: 1) Utilize the Hessian 
matrix to discover the images' points of interest. 2) Utilize non-
maximal concealment to discover the most intrigued focuses in 
scale-space 3) To discover feature direction to produce 
rotationally invariant features 4) 
 

 
Figure 1. The suggested algorithm Block diagram 

 
Create the vector feature. Different areas are utilized to choose 
the interest points such as blobs, corners, and T-junctions. An 
appropriate pointer ought to be rehashed where it can where 
recognize the comparable include highlights in different sees. 
overseeing the intrigued focuses can be done by orchestrating the 
edge and selecting the major highlights. Sudden change with the 
orientation of the frame and border on the object generates 
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interest points. As well as intersection among segmented 
edges yields interest points in an image.  
Harris corner detector is one of the most famous corner-
detector, nonetheless, it is not balanced invariant [19]. This 
problem was solved by T. Lindeberg [20] wit the use of the 
Hessian matrix for automated system selection. Therefore, 
Hessian matrix approximation is used in SURF for detecting 
the image's interest points in both scale and rotation invariant. 
As well, to decrease the computational time. This technique 
helps the derivation of SURF to approximate Gaussian 
second-order but at a low computational time [21].  
The whole picture of an image I is a medium representation, 
indicated by at a point. It is computed by the summation of 
intensities between the point and the origin as in (1).  to 
calculate the sum of the rectangular area that is used by the 
whole image we need four memory aperture and three 
additions. 
 

𝐼(",$) =##𝐼(𝑖, 𝑗)																										(2)
&'$

&()

*'"

*()

 

   
For the discovery of Interest Points, SURF uses the 
Hessianuee detector. The Hessian matrix relies on images 
integrations to lessen the time of computing and to obtain the 
main interest points in the scale space through the use of the 
non-maximal suppression.  
   An image with a point, the Hessian matrix of can be defined 
as the following: 
 

𝐻(𝑥, 𝜎) = 7
𝐿!!(𝑋, 𝜎)							𝐿!"(𝑋, 𝜎)
𝐿!"(𝑋, 𝜎)								𝐿""(𝑋, 𝜎)

:																	(3) 

 
Where 𝐿!!(𝑋, 𝜎), 𝐿!"(𝑥, 𝜎), 𝐿!"(𝑋, 𝜎), and represents 
𝐿""(𝑋, 𝜎)  the convolution of the Gaussian at point P at the 
image I is the second-order derivative. By measuring the 
image's pixels and values we can determine the interest 
points, this is done by the Hessian method. [22]. determine 
points of the ( ) of every 𝑖#$ image of 𝑗#$ class, and 

passes it to step 2 for the get Region of Interest (  ). 

3.3. Morphological Operations 

Morphological filtering of an image includes transforming 
the image into a different image by applying a function or set, 
recognized as the structuring element. For the processing and 
analysis of binary and grayscale images Mathematical 
morphology is used f [23, 24, 25]. 
Region of Interest ROI extracted by performing the 
morphological operations using dilation and obtain the 
gradient masking of the image samples. Let M be a Euclidian 
space and I deals with the binarization of the image in E. The 
erosion of the image sample equals to the 
 

𝐴!𝐵 = {𝑧 ∈ 𝑀	|𝐵% 	≤ 𝐸}																			(4) 
 
where Z is the integer grid and B is the translation vector 
Pixels outside the image edge are assigned, the supreme 
value using the type of data. These pixels are set to 1 for 
binary type images.  
Then dilation of the sample is performance which is obtained 
by: 
 

𝐴⊕𝐵	 = 	 { 	𝑧 ∈ 𝑀 ∣∣ (	𝐵	𝑠	)	𝑧	 ∩	𝑋& ≠ ∅}					(5)	
 
Where 𝑋& is a shift-invariant operator on which it is 
performed? 

Obtain the region of interests using (6) and evaluate the focus 
range among the nearest and farthest neighbors to find out the 
photometric attacks which has impact on both technical and 
aesthetic measure of the image samples. 
 

𝐹 =	(𝑀' −𝑀()' +	(𝑁' −𝑁()' 										(6) 

3.4. Mean-LBP features of ROI 

LBP is a limited operator that separates various types of textures. 
The primary LBP operator [10] portrays the images of each pixel 
classifications (LBP code). To calculate the LBP code, a 
comparison of 3x3 neighborhood pixel value against the 
threshold value is done. If the threshold value appears to be 
higher than that of neighboring pixel, then a binary digit 0 is held, 
otherwise 1 is held. Concatenation of the neighbor’s binary digits 
is done for the purposes of creating a binary code. The decimal 
value for that particular’s binary code is equal to the LBP.  A 
perfect exemplar of the computation procedure of LBP code is 
portrayed in figure 4. 
The LBP operator is represented by LBP_ (P, R) and is defined 
in equation (7): 
 

𝐿𝐵𝑃),+ =	S𝑆(𝑃, − 𝑃-)	2,										(7)
).(

,/(

 

 
From the above equation, P is equal to the total pixels present in 
neighborhood, while R is the radius, and P_cis the value of 
central pixel, hence the threshold formula being defined in the 
following criterion: 
 

𝑆(𝑃, − 𝑃-) = U
1                     P, − 𝑃c ≥ 0
0                      P, − 𝑃- <  0											(8) 

 
The process of LBP computation commences by a perfect 
definition of T, the local 3x3 Cb image’s neighborhood as the 
dual distribution of the 9 image pixels’ grey levels, as it's shown 
in equation (9). 
 

𝑇 = 𝑃{g1, g(, g', g2, g3, g4, g5, g6, g7}												(9) 
 
Where g_i (i=0….,8) and match up to the 3x3 neighborhood’s 
grey scale values respective of spatial layout portrayed in figure 
2. The neighbors’ pattern is identified as the ‘window’, which 
slides the complete image pixel by pixel from left to right to the 
final column and the window reverts to the initial column via a 
top-to-down downward movement. 
 

 
Figure 2. The circularly symmetric neighbor set of eight pixels in a 3×3 

neighborhood 
 

Mean LBP features computed on ROI constructed, same to the 
standard LBP computation just using mean value instead of 
center pixel, a comparison of 3x3 (	g8 ) neighborhood pixel value 
against the threshold value (	g9:;<  )  is done. If the threshold 
value appears to be higher than that of neighboring pixel, then a 

Stji
j
iROI
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binary digit 0 is held, otherwise 1 is held. The process is 
illustrated in Figure 3. 
 

meanLBP

= &𝑠(𝑔$ − 𝑔%&'(+2$
$)*

$+,

			,		S		 = 0
1, 	𝑔$ ≥ 𝑔mean,
0	, 		𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 		(10)	

 
The   computed on to extract the Mean-LBP features, is a 
neighboring pixel of the center pixel; represents the mean 
gray value of the cell. 
 

 
Figure 3. Calculation of sign-upper code using the (mean) 

threshold 
 
Following the above theoretical explanation, an example is 
given below in figure 4 to show how the Mean -LBP is 
computed After completion, the next operation is to feed 
extracted features to SVM classifier. 
 

 
Figure 4. Mean-LBPed image generation 

3.5. Classification 

In the domain of pattern recognition, the Support Vector 
Machine application is widely used [7]. In our study, the 
SVM is trained to produce the image classifications, if it was 
authentic or tampered with. In general, SVM classifies the 
high-dimensional space by creating a hyperplane. As the 
interspace between the data of training-set of any of the 
classes and the hyperplane is the most comprehensive, it is 
set as the perfect separation. Given labelled samples of a 
training set:          
 

𝐾 = (𝑀, , 𝑛,)|𝑚, ∈ {−1,1},
) = 1																(11)	

 
To separate the samples that have the most insignificant 
errors, SVM attempts to obtain a hyperplane. 
 

𝑤𝑚− 𝑏 = 0																																						(12) 
 
The input vector is represented by mi, to achieve the 
classification process the distance from mi to hyperplane is 
evaluated. one-against-rest strategy is used to perform the 

multi-class classification desped of SVM being a binary 
classifier. 

4. EXPERIMENT RESULT  

4.1. Performance Evaluation 

For assessing the execution of any procedure, a standard 
evaluation measure is needed to determine the scheme of pattern 
recognition or a classifier. Overall classification accuracy is used 
to measure the accuracy rate, this refers to the balance of 
successfully recorded test samples to the total number of tested 
samples. After evaluating the proposed method on the tampered 
Image Detection Evaluation CASIA V1.0, V2.0 and Columbia 
University even if there is no forgery detection the classification 
outcomes show an error in terms of forgery failure identification 
or successful discovery of the forgery. 
There are several terms that are commonly used along with the 
description of sensitivity, specificity, and accuracy. They are true 
positive (TP), true negative (TN), false negative (FN), and false 
positive (FP). If a disease is proven present in a patient, and the 
given diagnostic test also indicates the presence of the disease, 
the result of the diagnostic test is considered true positive. 
Similarly, if a disease is proven absent in a patient, and the 
diagnostic test suggests the disease is absent as well, the test 
result is true negative (TN). Both true positive and true negative 
suggest a consistent result between the diagnostic test and the 
proven condition (also called the standard of truth). However, no 
medical test is perfect. If the diagnostic test indicates the presence 
of disease in a patient who actually has no such disease, the test 
result is false positive (FP). Similarly, if the result of the 
diagnosis test suggests that the disease is absent for a patient with 
a disease for sure, the test result is false negative (FN). Both false 
positive and false negative indicate that the test results are 
opposite to the actual condition. 
Accuracy, Sensitivity and specificity are described in terms of 
TP, TN, FN and FP.  
 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑁 + 𝑇𝑃

𝑇𝑁 + 𝑇𝑃 + 𝐹𝑁 + 𝐹𝑃								(13) 
    

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁																					(14) 
 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑡𝑦 =
𝑇𝑁

𝑇𝑁 + 𝐹𝑃																								(15) 
 
It can be recognized from Figure 5 that proposed method 
achieved the best detection performance on Columbia dataset 
with significant differences compared to CASIA TIDE V1.0 and 
CASIA TIDE V2.0. These outcomes support that the suggested 
method improves the detection rate of image forgeries due to its 
ability to capture the trace of tampering hat are not obvious 
visually that are affected by single or double photometric attacks, 
The performance of SURF and Mean-LBP further improves the 
results. 
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Figure 5. Experimental results from tampered images detection 

CASIA TIDE V 1.0,V 2.0 and Columbia University 
 
The ROC curve shows the execution of the algorithm by 
charting rates of true and false positives in which deemed as 
varied discrimination threshold as show in figure 6. 
Likewise, in process of designating performance of proposed 
algorithm where this paper avoids specifying loss which it 
incurs when a false positive versus a false negative occurred. 
The results show that proposed method guides to a high level 
of efficiency. 
 

 
Figure 6. illustrate the ROC curve for the proposed system 

 
Table 1. illustrate the Area under the curve for each feature. 

CASIA TIDE 
V 1.0 

CASIA TIDE V 
2.0 

Columbia 
University  

0.979 0.982 0.989 

A backpropagation of a 2-layer neural network is used in our 
structure, the training of the network was with 70%, testing 
20% and validation with 10%. Figure 7 shows the best 
validation performance. It can be observed that the proposed 
SFD scheme outperformed the best recent works in this area. 

 
Figure 7. Training, validation and testing performance at epoch 32 

shows the high validation performance (0.02322) 
Table 2. Illustrates outcomes of comparison between method 

proposed by this study and other methods. 

Methods Columbia CASIA 
v1.0 

CASIA 
v2.0 

Ref. [29](Manu and 
Mehtre, 2017) 98.08% 97.5 % n/a 

Ref[28](Li et al., 2017) n/a 95.21% 92.38% 
Ref.[27](Alahmadi et al., 
2017) 97.77% 97% 97.5% 

Ref.[26](Agarwal and 
Chand, 2018) 92.31% 96.8% n/a 

Our Method 98.9 % 97.9% 98.2% 

5. CONCLUSION  

The aim of this paper is to represent a novel image splicing 
forgery detection system that can handle the above-mentioned 
splicing tactics with improved accuracy rate.  Thus, a new texture 
feature - based image splicing forgery detection is proposed to 
detect spliced image. The suggested technique uses SURF and 
Mean - LBP for image splicing detection. As well as SURF is 
used for the extraction Region of Interest (ROI) in an image 
based on morphological operations and Mean - LBP is used for 
feature extraction. The Mean - LBP Features obtained are then 
fed to SVM classifier to classify spliced image from authentic. In 
this paper, three standard datasets such as CASIA V1.0, CASIA 
V2.0 and Columbia, that contain all kinds of splicing tactics such 
as (blurring shallow depth, additive noise, edge smoothing, 
homogeneous region, and combined attacks et cetera) have been 
used to reconcile the copied area with full image in order to gauge 
the execution of proposed technique. It evident that, image-level 
of image splicing detection, the present method outperformed the 
best of the latest works in this area with accuracy rate of 97.9% 
CASIA TIDE V1.0, 98.2% CASIA TIDE 2.0, and 98.9% 
Columbia. 
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